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Happened last week



e Moshi (for end2end full-duplex spoken dialogue)
e Meta LLaMA 3.2
e Qwen 2.5 released



Moshi

e Faster thanks to no pipeline involved

e Speech in speech out
. T . RQ-Transformer Semantic
o non-linguistic information preserved Frame rates §3:4.1:342 & acoustic

e Full-duplex spoken dialogue o W™
o (overlapping speech, interruptions and [T ”""“;"Tef"m’a' U EEE T ] T
interjections) ) &
:WW User's audio input 3 . .
@ Moshi's audio output é . . } PN
Inner Monologue §3.4.4 E D D
steps  s+1

https://github.com/kyutai-labs/moshi



Meta LLaMA 3.2 Lightweight

and multimodal
Llama models

e Lightweight models

o 1B/3B

o Pruning

o Knowledge distillation

o Post-training: supervised fine-tuning (SFT), rejection Mobile writing assistant demo
sampling (RS), and direct preference optimization ‘
(DPO)

e Vision models
o + pretrain on large-scale noisy (image, text) pair data
o Finetuning on synthetic data that is filtered by a reward
model
o + safety mitigation data

https://ai.meta.com/blog/llama-3-2-connect-2024-vision-edge-mobile-devices/



Qwen 2.5

e Training on 18 trillion tokens.

e Some settings (standard and not surprised)
o context windows: 128K token
o generating up to 8K tokens
o supporting 29 languages

e Minor features

o more resilient to the diversity of system prompts
o enhancing role-play implementation
o condition-setting for chatbots

Data engineering is all you need

https://qwenim.github.io/blog/qwen2.5/



Many sizes included (recommended for your final projects)

Models # Params (B) # Non-Emb Params (B) # Layers # Head (Q / KV) # Tie Embedding Context Length Generation Length License

Qwen2.5-0.5B 0.49 0.36 24 14/2 Yes 32K 8K Apache 2.0

Qwen2.5-1.5B 1.5 1.3 28 12/2 32K 8K Apache 2.0

Qwen2.5-3B 3.1 2.8 36 16/2 32K 8K Qwen Research

Qwen2.5-7B 7.6 6.5 28 28/4 8K Apache 2.0

Qwen2.5-14B 8 13.1 48 40/8 8K Apache 2.0

Qwen2.5-32B 2 4 64 40/8 8K Apache 2.0

Qwen2.5-72B 3 . 80 64/8 8K Qwen

Qwen2.5-Coder

1.5B 28 12/2 2K Apache 2.0

Qwen2.5-Coder

78 28 28/4 2K Apache 2.0

Qwen2.5-Math-

1.58 28 12/2 2K Apache 2.0

Qwen2.5-Math-

78 28 28/4 2K Apache 2.0

Qwen2.5-Math-

728 64/8 Qwen




Strong Coding abillities

& F ) 0?? @
2, “@m % &

Qwen2.5-Coder

PR
puagapod’
¥ _‘_‘/

>
* s
[~
°
—
CRUX]
‘\4\““ Eva
S,
Plde’
s
S

N &y
U

¢
oY “,.\ 4, <
&p‘l BigCodeBenc® ‘,\Y’/
§
P& B

& =

e
5 ®

1 v
55 o

BN Qwen2.5-Coder 7B-Instruct DeepSeek-Coder 33B-Instruct [0 CodeStral-22B
DeepSeek-Coder-V2 Lite-Instruct [ DeepSeek-Coder 6.7B-Instruct



Qwen2.5-Math

pretrained larger-scale of
math related data, including
the synthetic data generated
by Qwen2-Math

85%
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Small LM will perform much better!

Model-Size (B)
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https://qwenim.github.io/blog/qwen2.5/



How large is “large”?

% In BERT era
> Base models: BERT/RoBERTa (100M),
> Large one: 300M

% T5era
> Base models: 200M
> small models: 60M
> Large: 770M
> Much lager: 3B and 11B (XXXL)

% LLM
> Base models: probably 7B to 13B
> Small models: 60M




Interestingly, small language model becomes popular

TinyLLaMA: 1.1B
MobileVLM: 1.4B and 2.7B
MobiLlama 0.5B
MobileLLM: 0.1B and 0.3B
ALLaVA

Mini-CPM-V: 3B

Meta LLaMA 3.2: 1/3B

[1] MobileLLM: Optimizing Sub-billion Parameter Language Models for On-Device Use Cases.
https://arxiv.org/pdf/2402.14905.pdf

[2] MobiLlama: Towards Accurate and Lightweight Fully Transparent GPT. https://arxiv.org/abs/2402.16840
[3] MobileVLM : A Fast, Strong and Open Vision Language Assistant for Mobile Devices
https://arxiv.org/abs/2312.16886.

[4] TinyLlama: An Open-Source Small Language Model. https://arxiv.org/abs/2401.02385



https://arxiv.org/pdf/2402.14905.pdf
https://arxiv.org/abs/2402.16840
https://arxiv.org/abs/2312.16886

Papers accepted in our team

e EMNLP 2023

o HuatuoGPT-vision
o Comparative study between LLM-as-the-judge vs. Human judge
o RLHF on the multi-modal LLMs

e NeurlPS

o AceGPT 2 accepted in NeurlPS 2024
o Financial benchmark (Finben) accepted in NeurlPS D&B track
o Medical benchmark (GMAI-MMBench) accepted in NeurlPS D&B track



Recap: Architecture engineering



Model Training Process

Input Forward Backward
data pass pass

Optimizer

step




Semantic composition vs. Semantic Abstraction

Token level: | think therefore | am

JOJOOA PIOM |9A3]| alnleo

‘ Composition w/ token interaction , Non-linear Abstraction w/t token interaction




Inductive bias of composition

CNN: local composition within a window
RNN: recurrently compose tokens from left to right or right to

B K



A video you must watch

The more structure imposed by humans, the less scalable the method is

Performance

)

More structure A

-

Compute

ypleelly serts ofif euiedly.

1 25 G A A

Reducing inductive bias (local or recurrent bias) and take full attention!

https://www.youtube.com/watch?v=kYWUEV _e2ss



Multi-head self-attention

[Vaswani et al. 2017]
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Scaling law and emergent ability

e [t was beneficial at that moment
o “Allin LLMs”

e Probably it was misleading
o Scaling law: small models also work well with enough training
o Emergent ability: it is a matter of choice in metrics
m linear or non-linear?
m continually or discontinuously?



Qutline

1. Overview of LLM Training
2. LLM training
a. LLM Pretraining (including Word Tokenization)
b. Instruction Finetuning
c. Reinforcement Learning from Human Feedback
3. LLM Evaluation
4. Tutorial: Build a LLM from scratch



Understanding of LLM Training



From Zero to ChatGPT

. Lots of annotated Human judgements Chat-oriented data

EE Ma /e 1w 2

:" Q l‘ .
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davinci-
3.5-turbo
(ChatGPT)

davinci code- text- text-
davinci-002 davinci-002 davinci-003


https://chat.openai.com/

Steps of LLM training

Recognize TextBook

Words Reading Doing Exercises Teachers’ feedback

dance

Reinforcement
Learning from
Human Feedback

Tokenizer Self-supervised Instruction
Training Pre-training Finetuning




Starts from Word Tokenization



What and Why?

Tokenization is the process of breaking down a piece of text, like a sentence or a paragraph, into
individual words or “tokens.” These tokens are the basic building blocks of language, and tokenization
helps computers understand and process human language by splitting it into manageable units.

01 02
l l
? —@
I
What time ?

https://www.analyticsvidhya.com/blog/2020/05/what-is-tokenization-nlp/



Tokenization

Punctualization-based

Tokenization Rule—'basgd
Tokenization

li Word-Level

Tokenization

Space-based
Tokenization

Tokenization
Methods

SentencePiece

Character-Level
Tokenization

Subword

17 Tokenization —l
l Unigram

WordPiece

Byte-Pair
Encoding(BPE)



Subword modeling

Sample Data:

"This is tokenizing.’

Character Level

T h i s i s t o k e n i z i n g

Word Level

This is tokenizing

Subword Level

This' is token izing



Tokenization

Tokenization Methods

Example Tokenizers

Considerations

LooongLLa)
LGUer

Word-based tokenization Character-based tokenization

Space tokenization (split
sentences by space); rule-based
tokenization (e.g. Moses, spaCy)

Character tokenization (simply
tokenize on every character)

Downside: Generates
avery large vocabulary
leading to a huge
embedding matrix as the
input and output layer;
large number of out-of-
vocabulary (OOV) tokens;
and different meanings of
very similar words

Transformer models
normally have a
vocabulary of less than
50,000 words, especially if
they are trained only on a
single language

Lead to much smaller
vocabulary; no OOV (out
of vocabulary) tokens
since every word can be
assembled from individual
characters

Downside: Generates
very long sequences

and less meaningful
individual tokens, making
it harder for the model to
learn meaningful input
representations. However,
if character-based
tokenization is used on
non-English language, a
single character could be
quite information rich (like
“mountain” in Mandarin).

Subword-based tokenization

Byte-Pair Encoding (BPE);
WordPiece; SentencePiece;
Unigram (tokenizing by parts of
aword vs. the entirety of a word;
see table above)

«  Subword-based
tokenization methods
follow the principle that
frequently used words
should not be split
into smaller subwords,
but rare words should
be decomposed into
meaningful subwords

« Benefit: Solves the
downsides faced by
word-based tokenization
and character-based
tokenization and
achieves both reasonable
vocabulary size with
meaningful learned
context-independent
representations.



Subword modeling

Subword modeling in NLP encompasses a wide range of methods for reasoning about structure

below the word level. (Parts of words, characters, bytes.)

Unfriendly

un friend ly

e The dominant modern paradigm is to learn a vocabulary of parts of words (subword tokens).
e At training and testing time, each word is split into a sequence of known subwords.



Subword-based
Tokenization Methods

Byte-Pair Encoding [Gage 1994]

Subword-based
Tokenization
Methods

Description

o Originally used in machine translation

WordPiece

Unigram

SentencePiece

Considerations

Byte-Pair Encoding
(BPE)

One of the most popular
subword tokenization
algorithms. The
Byte-Pair-Encoding
works by starting

with characters, while
merging those that are
the most frequently
seen together, thus
creating new tokens. It
then works iteratively to
build new tokens out of
the most frequent pairs
it sees in a corpus.

BPE is able to build
words it has never

seen by using multiple
subword tokens, and
thus requires smaller
vocabularies, with less
chances of having “unk”
(unknown) tokens.

BPE is particularly
useful for handling rare
and out-of-vocabulary
words since it can
generate subwords for
new words based on the
most common character
sequences.

Downside: BPE can
result in subwords that
do not correspond to
linguistically meaningful
units.

WordPiece

Very similar to BPE.

The difference is that
WordPiece does not
choose the highest
frequency symbol

pair, but the one

that maximizes the
likelihood of the training
data once added to the
vocabulary (evaluates
what it loses by merging
two symbols to ensure
it’s worth it)

WordPiece can be
particularly useful for
languages where the
meaning of a word can
depend on the context
in which it appears.

Unigram

In contrast to BPE /
WordPiece, Unigram
initializes its base
vocabulary to a large
number of symbols
and progressively trims
down each symbol
to obtain a smaller
vocabulary. It is often
used together with
SentencePiece.

Unigram tokenization

is particularly useful for
languages with complex
morphology and can
generate subwords

that correspond to
linguistically meaningful
units. However,
unigram tokenization
can struggle with rare
and out-of-vocabulary
words.

SentencePiece

The left 3 tokenizers
assume input text uses
spaces to separate
words, and therefore are
not usually applicable
to languages that don’t
use spaces to separate
words (e.g. Chinese).
SentencePiece treats
the input as araw input
stream, thus including
the space in the set of
characters to use. It then
uses the BPE / Unigram
algorithm to construct
the appropriate
vocabulary.

SentencePiece can be
particularly useful for
languages where the
meaning of a word can
depend on the context
in which it appears.


http://www.pennelynn.com/Documents/CUJ/HTML/94HTML/19940045.HTM

Byte-pair encoding (BPE) [cage 1994]

Byte-pair encoding is a simple, effective strategy for defining a subword vocabulary.

1. Start with a vocabulary containing only characters and an “end-of-word” symbol.

2. Using a corpus of text, find the most common pair of adjacent characters “a,b”’; add
subword “ab” to the vocab.

3. Replace instances of the character pair with the new subword; repeat until desired

vocab size.
aaabdaaabac ZabdZabac dZYac XdXac
Z=aa Y=ab =7Y
=i Y=ab


http://www.pennelynn.com/Documents/CUJ/HTML/94HTML/19940045.HTM

Example of a bad tokenizer: LLaMA for Chinese

Table 1: Tokenizer comparisons between original LLaMA and Chinese LLaMA.

Length  Content

Original Sentence 28 ALFRATENAZ . CEZ . HEFEABSGIILEH.
‘_’-, GA!-, ‘_I-! d.}:u& sﬁ&‘.s ;'E'y -H_& ;ﬁ #ILI :,H_ :,——-9 ¢t a.‘\:;p,

*

Original TOkenizer 35 ‘EE’, s,_‘—"?f—:i,s s ‘OXES} soxg3s ‘OXBQ.! ;,——-9 c%& a.,——.a c;ﬁ:_'_&, ‘OXESQ,
0x9F", “0x8D", ‘é‘*, ‘49, 5, ‘OxES’, ‘Ox8F’, ‘0x89°, ‘", “F}’,

[ GAI%‘I(E‘!,S .-H..ﬁ‘*mi sﬁ-;l,,——-& 1 ] FDEE'__” © ":‘:5-'_1’

3

Chinese Tokenizer 16 %,,‘r?ﬂ,, el ‘ﬁ;],, %, ‘Efzﬂ’, ¢

LLaMA tokenizer is unfriendly to Chinese

Yiming Cui. et.al. EFFICIENT AND EFFECTIVE TEXT ENCODING FOR CHINESE LLAMA AND ALPACA. https://arxiv.org/pdf/2304.08177.pdf



Example of a bad tokenizer: AceGPT for Arabic

‘ Abed Khooli - +XE -
! Consultant in Dat en Data tal Inno..

) B s ! )

dasuall & gelll 23leill Buituwall dyyell 3JUI &slxall dalail

welhil dsla|

Sl otk il p AL s i gt L . ChatGPT and Bard from OpenAl and Google

lang duyall d2ll jnaall [5gian glalia LU dlis duyell dalll olacay il
Jais and AceGPT

https://Inkd.in/dfonPQtw

https://Inkd.in/dme9strF

Lol SlalS)l &je (b &zl A el Blglueg 45Ul &8l juz sl juaiig
Sl

AceGPT

L 4 o yll Saiute e duyell dalll @z S0 dolll dsl e Junsl ail gaus
ol Guye o3 zigai yeeis U Ul izg iSgizall 1gi (i bl i los
Agle 53gz Oldg dcgiieg dalSme duje drgnl HlEdg e Saime il diluy

N i gl ity 580D s g

Apart from Arabic support in generative Al (ex. ChatGPT and Bard),
there are a couple open source models: Jais and AceGPT (links above).
Still, no authentic model that treats Arabic well (tokenization and
corpora). The two images show the answer to the trending
7#GenerativeAl question: what is the meaning of life

https://arabic.llmzoo.com/

AceGPT provided an answer while Jais declined

https://huggingface.co/Freedomintelligence/AceGPT-7b-chat-GPTQ/raw/main/tokenizer.json



A broader sense of “token”

Vision Transformer (ViT)

MLP

|
Ball Head

Transformer Encoder

!
- 6} ) o)

* Extra learnable
[class] embedding [ Lmear Projection of Flattened Patches

NEE I A |
mnu—»ﬁilmm WWE

Image token

-, Acoustic tokens Semantic tokens _ Unified tokens
5000 \
XXX
XXX 0006 @000
| SoundStream  HuBERT
/ Encodec W2VBERT SpeechTokenizer
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Speech token

ORF

ATCGCTATGC'I'\“'rners

coding ORF vs non-coding

NLP: bag of words

Sentence/ Text

[ATCGCTATGCT
ATCGCTATGCT
ATCGCTATICT
ATCGCTATGCT

ATCGCTATGC
ATCGCTATGCT

ATCGCT TCGCTA CGCTAT GCTATG CTATGC

word

genes (EHA)

Alexey Dosovitskiy. et al. An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale. https://arxiv.org/abs/2010.11929
Xin zhang et.al. SpeechTokenizer: Unified Speech Tokenizer for Speech Language Models. https://Onutation.github.io/SpeechTokenizer.github.io/


https://arxiv.org/search/cs?searchtype=author&query=Dosovitskiy,+A

LLM Pretraining



TECH

o ChatGPT and generative Al are
LLM Pretraining booming, but the costs can be

extraordinary
Pretraining a multi-billion parameter

LLM is long and expensive! Eromaruaman (@) Sortnt
KEY * The cost to develop and maintain the software can be extraordinarily high.
POINTS
b f 1 b h k * Nvidia makes most of the GPUs for the Al industry, and its primary data center
Common carbon footprint benchmarks i makes most of e GPU

in Ibs of CO2 equivalent

Analysts and technologists estimate that the critical process of training a large
language model such as GPT-3 could cost over $4 million.

Roundtrip flight b/w NY and SF (1

passenger) | 1,954
Human life (avg. 1 year) I 11,023
American life (avg. 1 year) - 36,156

US car including fuel (avg. 1 lifetime) 126,000
Transformer (213M parameters) w/ neural
architecture search 626,155

https://www.cnbc.com/2023/03/13/chatgpt-and-generative-ai-are-booming-but-at-a-very-expensive-price.html
https://www.slideshare.net/SylvainGugger/fine-tuning-large-Ims-243430468



https://www.cnbc.com/2023/03/13/chatgpt-and-generative-ai-are-booming-but-at-a-very-expensive-price.html

Why Pretraining?

In modern NLP: ?

HHH

e representations of language ... the mowe was ..
e parameter initializations for strong NLP models.

e probability distributions over language that we can
sample from

e All (or almost all) parameters in NLP networks are
initialized via pretrianing.

e Pretraining methods hide parts of the input from the
model, and then train the model to reconstruct those
parts.

— Pretrained jointly

This has been exceptionally effective at building strong:

[This model has learned how to represent
entire sentences through pretraining]



Pretraining for three types of architectures

The neural architecture influences the type of pretraining, and natural use cases.

L2227  Decoders

Encoders
’ ZT Encoder-
& Decoders

Language models! What we’ve seen so far.
Nice to generate from; can’t condition on future words
Examples: GPT-2, GPT-3, LaMDA

Gets bidirectional context — can condition on future!
Wait, how do we pretrain them?
Examples: BERT and its many variants, e.g. ROBERTa

Good parts of decoders and encoders?
What'’s the best way to pretrain them?
Examples: Transformer, T5, Meena



Pretrained Encoders



Pretraining Encoders
BERT [Devlin et al, NAACL 2019]

e Fully bidirectional transformer encoder
o BERTDbase: 12 layers, hidden size=768, 12 att’n heads (110M parameters)
o BERTIarge: 24 layers, hidden size=1024, 16 att’n heads (340M parameters)
e Input: sum of token, positional, segment embeddings
o Segment embeddings (A and B): is this token part of sentence A (before SEP) or sentence B (after SEP)?

e [CLS] and [SEP] tokens: added during pre-training

® Pre-training tasks:

o  Masked language modeling

o Next sentence prediction


https://arxiv.org/abs/1810.04805

BERT Input

[CLS] Sentence A [SEP] Sentence B [SEP]
/- N / N N / A Ve / N
Input [CLS) my dog is ( cute W [SEP] he ( likes V play ] ##ing W [SEP]
Token
Embeddings E[CLS] Emy Edog Eis Ecute E[SEP] Ehe Elikes Epla\,f E##ing E[SEP]
-+ -+ -+ -+ -+ -+ -+ -+ *- o+ -+
Segment
Embeddings EA EA EA EA EA EA EB EB EB EB EB
-+ -+ + -+ + -+ L + -+ -+ =+
Position
Embeddings Eo E1 E2 E3 E4 ES E6 E? E8 E9 ElO




BERT Pre-training Tasks

BERT is jointly pre-trained on two tasks:

e Next-sentence prediction: [based on CLS token]

o Does sentence B follow sentence A in a real document?

e Mask language modeling:
o 15% of tokens are randomly chosen as masking tokens
o 10% of the time, a masking token remains unchanged
o 10% of the time, a masking token is replaced by a random token
o 80% of the time, a masking token is replaced by [MASK], and the output layer has to predict the
original token



Using BERT for Classification

Class
Label

_‘.
L)) G]G0
BERT

[Seall = ] [ ][]l ][]

——r T T

Sentence 1 Sentence 2

Sentence Pair
Classification

]

Class
Label

G -

BERT

[t = | = |

Single Sentence

Single Sentence
Classification

Add a softmax classifier on final layer of [CLS] token



Using BERT for Question-Answering

Start/End Span

@+
)] G- ()
BERT
Eas || E E Eery || E E
——1r g ey By B gy
(=) () =)(8)- ()
Question Paragraph

Input: [CLS] question [SEP] answer passage [SEP]
Learn to predict a START and an END token on answer tokens



Examples of language models pretraining objectives

= [
name >
name P Sylvain

. o =
name Sylvain S

Guess the next word in the sentence (GPT)

=
3

Guess some masked words in the sentence (BERT)



Why not encoder-based LLMs?

1. | cannot generate (it discriminates): It can only work for classification
(discrimination) tasks, it is not easy to generate something new.

1. Its objective is not scalable: Its self-supervised tasks (masked language
model) are just too simple for LLMs, and increasing model size does not
Improve performance too much.



Pretrained Encoder-Decoders



Pretraining Encoder-Decoders

The encoder portion benefits from bidirectional
context; the decoder portion is used to train the
whole model through language modeling.

Raffel, Colin, et al. "Exploring the limits of transfer learning with a unified text-to-text transformer.” The Journal of Machine
Learning Research 21.1 (2020): 5485-5551.



Pretraining Encoder-Decoders: Span Corruption

What [Raffel et al., 2018] found to work best was span corruption. Their model: T5.

Targets

Replace different-length spans from the input <X> for inviting <> last <z>
with unique placeholders; decode out the
spans that were removed!

Original text %

Thank you fef inviting me to your party 1351 week.
)

This is implemented in text preprocessing:
it’s still an objective that looks like

language modeling at the decoder side. vt 1 ¥
Thank you <x> me to your party <Y> week.


https://arxiv.org/pdf/1910.10683.pdf

Why not Encoder-Decoder LLMs?

1. Decoder could work also as a seq-2-seq task, its protocol is much easier
2. When performing multi-turn generation, it is not easy to cache previous

values.
3. Other reasons [1]

[1] ZHEIFR A2 Bl LLME 2 Decoder-only %247 https://spaces.ac.cn/archives/9529


https://spaces.ac.cn/archives/9529

Pretrained Decoders



Pretraining Decoders

It’s natural to pretrain decoders as language models and then use them as generators,
finetuning their pg (We|wy.e—1)!

Original word : thank you forfinviting me to your party

6 stage thank  you for inviting me to your party
e e
5 stage thank you for inviting me __to your
4 stage thank you for inviting me to
—_— S
3 stage thank  you for inviting me
— ey
2 stage thank  you for  inviting
— T

1 stage thank  you for




Pretraining through language modeling

Recall the language modeling task:

goes to make tasty tea END

e Model the probability distribution over words
given their past contexts.
e There’s lots of data for this! (In English.)

Pretraining through language modeling:

e Train a neural network to perform language
modeling on a large amount of text.
e Save the network parameters.

Iroh goes to make tasty tea



Common roadmap for LLMs

e Phase 1: pre-training
o Learn general world knowledge, ability, etc.

e Phase 2: Supervised finetuning
o Tailor to tasks (unlock some abilities)

e Phase 3: RLHF

o Tailor to humans
o Even you could teach ChatGPT to do something

Most of these were explored by InstructGPT. The only difference is that it is further trained with chat data, as
an success of product (plus engineering).

T Schick et. al. Toolformer: language models can teach themselves to use tools. https://arxiv.org/abs/2302.04761



Tips for LLM pre-training



Tip 1: Data filter

Select Pretraining Data

Toxic

Low
quality

Longpre, S., Yauney, G., Reif, E., Lee, K., Roberts, A., Zoph, B., Zhou, D., Wei, J., Robinson, K., Mimno, D. and Ippolito, D., 2023. A Pretrainer's
Guide to Training Data: Measuring the Effects of Data Age, Domain Coverage, Quality, & Toxicity. arXiv preprint arXiv:2305.13169.



Tip 2: Data reformating

How many positive three-digit integers less than 500 have at least two digits that are the same?

(+9.86)

65

Task Name: math puzzles  GSMBK  WATH 38.21
Format: This is a math question. First, analyze the question and give a brief analysis in the first B+ Redlign B+ ReAlign
paragraph. Then, use a list to present the step-by-step solution. Next, give another list to output 80 35
a detailed explanation. Last, give the correct result and a conclusion. = (+9.86) 2
; - 3 3 2583 330
ReAlign Response (Ours) § 55 g (+10.69)
To solve this problem, | will count how many Analysis: < ‘§ =
three-digit numbers less than 500 have at To solve the problem, we need to count ... x50 &
least two digits that are the same, and subtract % % 20
that from the total number of three-digit Solution: O 4 @
numbers less than 500. The total number of 1. Calculate the total number ... 15
three-digit numbers less than 500 is 4 x 10 x 2. Count the number of three-digit ...
10 = 400, since the first digitcanbe 1, 2, 3, or 40 10
4, and the second and third digits Explanation: LLaMA-2-13B Mistrak7B LLaMA-2-138 Mistrak7B
- The first digit can be 1, 2, 3, or 4, and the ... (1) GSMSK (b) MATH (00D Selting)

Therefore, the numbar-;:;f three-digit numbers
less than 500 that have no digits that are the Result:

same is 4 x 9 x 8 = 288. This means that the |  There are 112 three-digit numbers less than ... Figure 1: The accuracy of the GSMS8K test set for LLaMA-2-13B and Mistral-7B models fine-tuned on the training
number of three-digit numbers less than 500 . . . .. . . i

that have at least two digits that are the same | | Conclusion: set of GSMBK and MATH with and without REALIGN. (a): Training and testing on GSMB8K. (b): Training on
is 400 - 288 = 112. | | There are 112 positive three-digit integers ... MATH and testing on GSM8K (Out-of-Distribution Setting).

Figure 2: REALIGN realigns the original response with the pre-defined criteria to be a better format. The original
response is from the Open—-Platypus (Lee et al., 2023) dataset. The complete version is shown in Tab. 13.

Run-Ze Fan, Xuefeng Li, Haoyang Zou, Junlong Li, Shwai He, Ethan Chern, Jiewen Hu, Pengfei Liu. Reformatted
Alignment. https://arxiv.org/abs/2402.12219


https://arxiv.org/search/cs?searchtype=author&query=Fan,+R
https://arxiv.org/search/cs?searchtype=author&query=Li,+X
https://arxiv.org/search/cs?searchtype=author&query=Zou,+H
https://arxiv.org/search/cs?searchtype=author&query=Li,+J
https://arxiv.org/search/cs?searchtype=author&query=He,+S
https://arxiv.org/search/cs?searchtype=author&query=Chern,+E
https://arxiv.org/search/cs?searchtype=author&query=Hu,+J
https://arxiv.org/search/cs?searchtype=author&query=Liu,+P

Alignment at Pre-training!

Origin Dataset Alignment Dataset

Format Issues Well-Formatted

Arabic: <p=<i=<b= p=; 2 #=/b==fi> s =a href="/wiki/Animated_cartoon” ;
class="mw-redirect” S Arabic: " Sl 45 ate gy Jelos 32 "5y ag

English: <p=<i=<b=Tom and Jerry</b=</i= is an American <a T English: "Tom and Jerry" is an American animated cartoon series...
href="fwiki/Animated_cartoon” class="mw-redireci"...

Unfair Values Fair Values

Arabic: £ s o Zo o Sl an Y ol dS Gamp; gla] Wik e e a2

Arabic: g A} Uit fle o et § i e e Eate ol e 2 Y

English: As a woman you shouldn't complain about cleaning up your > English: As an individual, you shouldn't complain about cleaning up your
house. &amp; as a man you should always take the trash out... house. & as a person, you should always take the trash out...
@ Hate Moderation

Arabic: s 22 5 ale e ptalall lliad S0y el e age 0 ke ArabiC: s 4 o fuelad jadll 22 gt a2 8 1) Shaga 50 of 0y o) s ) e
[RTE RS P I B e 1Elics oy 8l o gal

English: He messes up everything and he's so stupid and if he breaks my English: He tends to disrupt things and can be careless. If he damages my
Leqgo again this time I'm going to beat him. Lego set again, I'll be really upset with him.

@ Advertisement Clean

Arabic: Sz ol alid b gulalle st ap g s,

(hitps:/fwww.amazon.comis....) . I Arabic: Sz e ol sl Seladls duon s pp g da
English: Harry Potter, a fictional character created by Eritish author J_ K. English: Harry Potter, a fictional character created by British author J k.
(hitps:/hwww amazon.comis.. ) .

Juhao Liang, Zhenyang Cai, Jianging Zhu, Huang Huang, Kewei Zong, Bang An, Mosen Alharthi, Juncai He, Lian Zhang, Haizhou Li, Benyou
Wang, Jinchao Xu. Alignment at Pre-training! Towards Native Alignment for Arabic LLMs. NeurlPS 2024.



Tip 3: Data duplication

Dataset | Example Near-Duplicate Example

Wiki-40B \n_START_ARTICLE_\nHum Award for Most Impact- | \n_START_ARTICLE_\nHum Award for Best Actor in a
ful Character \n_START_SECTION_\nWinners and nomi- Negative Role \n_START_SECTION_\nWinners and nomi-
nees\n_START_PARAGRAPH_\nln the list below, winners are nees\n_START_PARAGRAPH_\nln the list below, winners are
listed first in the colored row, followed by the other nominees. | listed first in the colored row, followed by the other nominees. [...]
[...]

LMIB I left for California in 1979 and tracked Cleveland 's changes on I left for California in 1979 , and tracked Cleveland 's changes on
trips back to visit my sisters . trips back to visit my sisters .

C4 Affordable and convenient holiday flights take off from your | Affordable and convenient holiday flights take off from your depar-

departure country, "Canada". From May 2019 to October 2019,
Condor flights to your dream destination will be roughly 6 a
week! Book your Halifax (YHZ) - Basel (BSL) flight now, and
look forward to your "Switzerland” destination!

ture country, "USA". From April 2019 to October 2019, Condor
flights to your dream destination will be roughly 7 a week! Book
your Maui Kahului (OGG) - Dubrovnik (DBV) flight now, and look
forward to your "Croatia” destination!

Lee, K., Ippolito, D., Nystrom, A., Zhang, C., Eck, D., Callison-Burch, C. and Carlini, N., 2021. Deduplicating training data makes language models
better. arXiv preprint arXiv:2107.06499.



Tip 4: Data mixture

Wiki

= Step 1 Step 2 w“:s Step 3
Bool Bool
News Trak s Train small proxy News Py Avg One-shot Acc on 8B LMs
Web reference — @ — "::‘::l‘::“[:ao Web - model with
Code model! weights Code re;«;«:;:\:‘ed 25
Law Law : . 6.5% better
Mt Med E’\: 2.6x faster
Reference domain Small reference 1 Optimized domain weights Large language 'S 20
weights model @ define reweighted dataset model “.B‘
=
+ 15 Tune domain weights
Small proxy model ) with 30x smaller model
Figure 1: Given a dataset with a set of domains, Domain Reweighting with Minimax Optimization 0 :
. R e S s . 10 —=— Baseline (8B)
(DoReMi) optimizes the domain weights to improve language models trained on the dataset. First, —+ DoReMi (280M->8B)
DoReMi uses some initial reference domain weights to train a reference model (Step 1). The reference -
model is used to guide the training of a small proxy model using group distributionally robust 50000 100000 150000 200000
optimization (Group DRO) over domains (Nemirovski et al., 2009, Oren et al., 2019, Sagawa et al., Steps

2020), which we adapt to output domain weights instead of a robust model (Step 2). We then use
the tuned domain weights to train a large model (Step 3).

Xie, S.M., Pham, H., Dong, X., Du, N., Liu, H., Lu, Y., Liang, P., Le, Q.V., Ma, T. and Yu, AW., 2023. DoReMi: Optimizing Data Mixtures
Speeds Up Language Model Pretraining. arXiv preprint arXiv:2305.10429.



Tip 5: Data order

Pretraining Documents

Pl Doco UB poco BN pocq DM o3 M o5 BUE o 7

Pretraining Input Contexts 3192 context window

Step 1: Finding Related Docs Step 2: Creating Input Contexts
Figure 2: Illustration of IN-CONTEXT PRETRAINING. IN-CONTEXT PRETRAINING first finds
related documents at scale to create a document graph (§2.1) and then builds pretraining input contexts
by traversing the document graph (§2.2). Along the path, documents are concatenated into a sequence
and subsequently divided to form fixed-sized input contexts (e.g., 8192 token length).

Shi, W., Min, S., Lomeli, M., Zhou, C., Li, M., Lin, V., Smith, N.A., Zettlemoyer, L., Yih, S. and Lewis, M., 2023. In-Context Pretraining:
Language Modeling Beyond Document Boundaries. arXiv preprint arXiv:2310.10638.



Tip 6: Data scale matters

Parameters

1T

100B

10B

1B

100M
10B

Megatron-Turing NLG (530B)

¢

*Gopher (280B)
GPT-3 (1703)*

1e25 FLOPs

le24 FLOPs

Chinchilla (70B)

1e23 FLOPs

le22 FLOPs

le21 FLOPs

1e20 FLOPs

—— Our estimated compute-optimal scaling

100B 1T 10T
Tokens

Recent models and its training

tokens:
LIaMA-1: 1-1.4 T tokens
LIaMA-2: 2T tokens

Mistral-7B: much more...



Tip 7: Data mask

(] Desired Tokens Undesired Tokens Keep loss x Remove loss

[ Noisy Pretraining Corpus ]
[ The farm has 35 hens <Aprl2 1:24> and 12 pigs. ##davidj1123 says totaling 47 animals. ]

Causal Language Modeling Selective Language Modeling

| Jil |
HEENEEEE D6 E 6 @

Figure 2: Upper: Even an extensively filtered pretraining corpus contains token-level noise. Left:
Previous Causal Language Modeling (CLM) trains on all tokens. Right: Our proposed Selective
Language Modeling (SLM) selectively applies loss on those useful and clean tokens.

RHO-1: Not All Tokens Are What You Need. https://arxiv.org/pdf/2404.07965



Tip 8: Data synthesis

Phi-3-Medium . .
Cat Bench K Mistral- Llama-3-70B- GPT3.5- Claude-3 Gemini 1.0
ategory enCcInar Phi-3-Medium-  Phi-3-Medium-  8x22B Instruct Turbo-1106  Sonnet Pro
4K-In 128K-In
Popular Aggragate  MMLU 780 76.6 762 80.2 714 739 66.7
Benchmarks (5-shot)
Language HellaSwag 824 816 790 826 788 792 762
Understanding (5-shot)
WinoGrande 815 789 753 833 68.8 814 722
(5-shot)
Social 1QA 802 79.0 782 81.1 683 802 754
. (5-shot)
Slassantng TruthfulQA (MC2
QA (MC2) 75.1 743 674 81.9 67.7 778 726
(10-shot)
WindOA 69.9 676 679 785 634 67.9 582
(2-shot)
Factual Knowledge (Ts":'anQA 739 739 84.5 785 85.8 65.7 80.2
-Sho
Math GSMEK CaT 91.0 87.5 83.8 935 781 79.1 80.4
(8-shot)
g”:‘“s"E"a' 622 58.5 396 787 62.2 659 64.4
-Sho
Code generation Fprme
75.2 738 707 813 77.8 794 732

(3-shot)

https://ollama.com/library/phi3



Instruction Finetuning
(Supervised Fine-Tuning, SFT)



Motivation of instruction finetuing
Language modeling # assisting users

PROMPT  Explain the moon landing to a 6 year old in a few sentences.

COMPLETION GPT-3

Explain the theory of gravity to a 6 year old. Language models are not

Explain the theory of relativity to a 6 year old in a few sentences. aligned with user intent.
Do complemetion instead of
instruction folowing

Explain the big bang theory to a 6 year old.

Explain evolution to a 6 year old.

InstructGPT

People went to the moon, and they took pictures of what they saw, and
sent them back to the earth so we could all see them.

Ouyang, Long, et al. "Training language models to follow instructions with human feedback, 2022." URL https://arxiv.
org/abs/2203.02155 13 (2022).



What is fine-tuning?



The Pretraining / Finetuning Paradigm

Pretraining can improve NLP applications by serving as parameter initialization.

Step 1: Pretrain (on language modeling) Step 2: Finetune (on your task)
Lots of text; learn general things! Not many labels; adapt to the task!
goes to make tasty tea END ©/®

Iroh goes to make tasty tea ... the movie was ...



What is instruction?



Instruction: Given an address and city, come up
with the zip code.

Input:

Address: 123 Main Street, City: San Francisco (:)
Qutput: 94105

I am lecking for a jeob and I need to
fill out an application form. Can you please help
me complete it?

Input:

Application Form:

HName: Age: Sex:

Phone Number: Email Address:

Education:

Output:

Name: John Doe Age: 25 Sex: Male =
Fhone Number: ...

Instruction:

Instruction: How to write a code for converting
degrees fahrenheit to celsius.
Input: Null

Output:
def convert fahrenheit to celsius(fahr):
celsius = (fahr - 32) = 5 / 9

—=
. L
return celsius

Instruction: Write a letter from the perspective
of a cat.

Input: Null

Output:

Dear [Owner], I am writing teo you today because I
have a problem. You see, I'wve been living with you
for the past [Number of Years] and I love it here.
The food is great, the bed is comfy, and there are
plenty of toys to play with. But lately, I've
noticed that you’re not as affecticnate towards

me as you used to be. In fact, sometimes -
when I try to cuddle up next to yecu on the "@"
\_couc‘n, you push me away ... AN

{"id": "seed_task_ 8", "name": "english_haiku_generation",
“instruction”: "IELA FEIFEAERE—EIF", "instances™: [{"input™: "
EX", "output": "NMEFWHEIME, MEREREE. \NEREEAK
W, SRUWFEIE. "), "is_classification": false}

{"id": "seed_task_38", "name": "synonym_generation", "instruction":
S HTEIEEAIENIE", "instances™: [{"input™: "FRAItE", "output”: "
SAIREHE, SARFH, BN, MUERSM, AR,

"is_classification": false}

{"id": "seed_task_44","name": "add_to_the_list", "instruction": "1E1E
[]1 ABYE, &5 TEHANE" "instances”: [{"input": "BIANEE

X, FEETEEENNZAN. KEEES. [BIIFRIZREY]
"output": "KEEBRIK, kiR, 2", "is_classification": false}

Wang, Y., Kordi, Y., Mishra, S., Liu, A., Smith, N.A., Khashabi, D. and Hajishirzi, H., 2022. Self-instruct: Aligning language model with self generated
instructions. arXiv preprint arXiv:2212.10560.



What is instruction finetuning?
or called “supervised fine-tuning”



Instruction Finetuning Hypothesis

e Superficial Alignment Hypothesis:

task recognition (mostly knowledge agnostic, e.g., abstract extraction)
e Knowledge Injection Hypothesis:

task learning (mostly knowledge intensive, e.g., question-answering)
e Flan Hypothesis:

task generalization



Superficial Alignment Hypothesis

Alignment is to learn the response format or the interaction style ! (Task
Recognition)

It is enough to use 1030 examples for Superficial Alignment [1]
e 1000 examples for instruction following
e 30 examples for conversation

[1] Chunting Zhou, Pengfei Liu, Puxin Xu, Srini lyer, Jiao Sun, Yuning Mao, Xuezhe Ma, Avia Efrat, Ping Yu, Lili Yu, Susan Zhang, Gargi Ghosh,
Mike Lewis, Luke Zettlemoyer, Omer Levy. LIMA: Less Is More for Alignment. https://arxiv.org/abs/2305.11206

[2] Chen, Hao, et al. "Maybe Only 0.5% Data is Needed: A Preliminary Exploration of Low Training Data Instruction Tuning." ar Xiv preprint
arXiv:2305.09246 (2023).



From Task Recognition to Task Learning

Task recognition (TR) captures the extent to which LLMs can recognize a task through
demonstrations — even without ground-truth labels — and apply their pre-trained priors.

Q: Summarize the following paragraphs ...

A: ... Few is enough!

Task learning (TL) is the ability to capture new input-label mappings unseen in pre-
training.

Q: Who is Barack Obama? Morelis betier]

A ...

Pan, Jane. What In-Context Learning “Learns” In-Context: Disentangling Task Recognition and Task Learning. Diss. Princeton
University, 2023.



Task generalization: FLAN-T5

» Collect examples of (instruction, output) pairs across many tasks and finetune an LM

Please answer the following question.
What is the boiling point of Nitrogen?

A

Answer the following question by
reasoning step-by-step.

The cafeteria had 23 apples. If they
used 20 for lunch and bought 6 more,

how many apples do they have? \ Language
’ model

* Evaluate on unseen tasks

Q: Can Geoffrey Hinton have a /
conversation with George Washington? /

Give the rationale before answering.

More HINBISE, the better

-320.4F

The cafeteria had 23 apples
originally. They used 20 to
make lunch. So they had 23 -
20 = 3. They bought 6 more
apples, so they have 3 + 6 =9.

Geoffrey Hinton is a British-Canadian
computer scientist born in 1947. George
Washington died in 1799. Thus, they
could not have had a conversation
together. So the answer is “no”.

Wei, Jason, et al. "Finetuned language models are zero-shot learners.” arXiv preprint arXiv:2109.01652 (2021).



Tips of instruction finetuning



Shortcut: Distillation from Top LLMs (e.g. ChatGPT/GPT-4)
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Tip 1: Self-instuct for data augmention

)

Text-davinci-003

175 Self-
Instruct
seed tasks

7

Modified Self-instruct
Instruction Generation

Output:

Example seed task

Instruction: Brainstorm a list of
possible New Year's resolutions.

- Lose weight
- Exercise more
- Eat healthier

Meta
LLaMA 7B

52K
Instruction-following
examples

Example Generated task

Instruction: Brainstorm creative
ideas for designing a conference
room.

Output:

... incorporating flexible
components, such as moveable
walls and furniture ...

Supervised
Finetuning

Alpaca 7B



. instruction: iIELL FEIRIEATHAS —EiF
- input: EX
Self-instuct o e, WTARAE

FEREETRR, SRITRIME,

instruction: £5 H N EIAIEAVE Yia
input: TR AE
output: & ATREHN, £ ARSI, ZME, MLASER, AolENn

instruction: IRIENMNANRR, S5 TEIINE
input: EEANTEE X, TfEnlsEENe/l. WGILES. (B 1 ERzaadm
output: KEERK, kiR A

(PR ERNAEE S — NXEEIR

instruction: IS  FEIEEATES —&iF
input: FEAL
output: iEiBREEIEL, EAELEHEA.
FraaaalEls, FRERKP,

instruction: £5H FENFEHIE M iE
input: A<t
output: MM, faridtts, FRodh, Sitath, ¥R

instruction: \RIEINANURET, &5 FAENAE
input: TEEE, EHESEEEREINNMNTG, i B8 E [BINEE2N
output: EE T, A, EARRE



Tip 2: training on output only

Single-turn:

System_Prompt + <User>: [User_Input] +<System>: [Response|</s>
N\ J

Loss
Multi-turn:

System_Prompt + < User >: [User_Input] +< System>: [Response|</s> <User>: [User_Input] +< System>:
[Response|</s>< User > [User_Input] +< System>: [Response|</s>
_ J

Y

Loss




Tip 3: use complex instructions

Which better improves you when you were at an age of 15?7

@ omew) wewo cws @

SR 2R
HELEFER EHME

A. Simple exercises B. Complex exercises



WizardLM: Empowering Large Language Models to Follow Complex Instructions

Please fill in the table below with the approximate
values of the speed of light in each medium.

Medium Speed of light (km/s)
Air
In-Breadth Evolving ‘Water
Glass
import math
import random Complicate Input (Table)

# choose a random integer between 1 and 10
x = randem.randint(1, 10) [

1/(math.sqrt(x) + xA2) =?

How many times faster is light How is the speed of light in a
than sound in a vacuum? vacuum measured and defined?

Complicate Input (Code) Increase Reasoning Deepening

1/(sqrt(2) + 442} =? [What is the speed of light in a vacuum? J

Complicate Input (Formula) In-Breadth Evolving

If you have one apple and someone
gives you another banana, how
many fruits do you have?

Add Constraints Concretizing

‘What is the value of x,
Increase Reasoning ifx"3 + 2x + 3=77

In what situation does [ :
- =
1+1 not equal to 27 Deepening . 1+1=? y

Initial Instruction

Xu, C., Sun, Q., Zheng, K., Geng, X., Zhao, P., Feng, J., Tao, C. and Jiang, D., 2023. Wizardim: Empowering large language models to follow complex
instructions. arXiv preprint arXiv:2304.12244.



Instruction tuning in multi-turn
(Conversation)



An important Human-ChatGPT conversation data

ShareGPT

Share your wildest ChatGPT conversations with one click.
150 conversations shared so far.

J Install extension v Q Explore examples

Clwome Flla Edl  Vew Hslory Bockmads Profies Tib  Widow el

)

t loyer to the first hidden loyer




Why ShareGPT is great ?

& &00
@ $G0
& TTe

User questions/instructions are real!
Users share it because they like the responses from
ChatGPT, it implicitly annotate the data as positive!

However, ShareGPT is not able to be downloaded since April;
we have limited ShareGPT data, which is not scalable.



Our solution: PlatoLM

/——\
o O

2

User

ShareGPT

al-y

Vicuna

il
SR

@) +—

!

?

User

. SRR

UltraChat

UltrallLaMA

User

ShareGPT

Y
N

@ §

A

Socratic

SocraticChat

&)

@) +—

PlatoLM

Chuyi Kong and Yaxin Fan and Xiang Wan and Feng Jiang and Benyou Wang. PlatoLM: Teaching LLMs via a Socratic Questioning User Simulator.

ArXiv 2308.11534



Why it is called “PlatoLM”

=
ﬁbo you know what virtue is?

@I think virtue is behaving rightly and
being good of heart.

gwould a person with a good heart do harmful things to others?

@I don't think so. A virtuous person should
not harm others.

Qlf so, is it virtuous when a country harms another for its own

interests?

@I suppose that is not virtuous.

Qwow that we have explored this further, my friend, do you know what

virtue is?

@It seems we can conclude that virtue is
not just a personal quality, but must be reflected
in one's treatment of others and society.

Socratic question: teach someone by repeatedly asking



Claude [

Humpback LLaMa2 708 [F)
XwinLM 7b V0.1 B
OpenBudddy-LLaMA2-70B-v10.1 []
OpenChat V2-W 13B
OpenBuddy-LLaMA-65B-v8 [F)
WizardLM 13B V1.1 B

Cohere Command [

OpenChat V2 138

Humpback LLaMa 65B [
UltraLM 13B V2.0

Vicuna 13Bvi1.3 B

LLaMA2 Chat 7B Evol70k-NEFT )
PlatolM 7B ()  <mmmm—
GPT-35[)
OpenBuddy-LLaMA-30Bv7 1 [
LLaMA? Chat 138 ]
OpenChat-138 )
OpenBuddy-Falcon-40B-v9 )
UltraLM 13B [
OpenChat8192-13B [

Evo7B [

OpenCoderPlus-158 [
OpenBudddy-LLaMA2-13B-v11.1 [
Vicuna 7B v1 3 5

WizardLM 13B ]

JinaChat [

airoboros 658 )

airoboros 338 B

Guanaco 65B [)

LLaMA2 Chat 7B [

Vicuna 138 [
OpenBuddy-Falcon-7b-vé ]
Baize-v2 138 [

LLaMA 33B OASST RLHF )

88.39%
87.94%
87.83%
87.67%
87.13%
86.53%
86.32%
85.06%
84.97%
8371%
83.60%
82 11%
82.09%
81.94%
8171%
81.55%
81.09%
80.87%
80.70%
80.64%
79.54%
79.20%
78.70%
77.49%
76.84%
75.31%
74.13%
73.91%
73.29%

80%
71.37%
70.43%
70.36%
66.96%

66.52%

1632

1089

1087

1037

It ranks second in Alpaca-Eval

https://tatsu-lab.github.io/alpaca_eval/



Limitations of Instruction Finetuning

Expensive to collect groundtruth data for so many tasks.
Tasks like open-ended creative generation have no standard answers.
o Write a story about a dog and her pet grasshopper.

Language modeling penalizes all token- . adventure  musical
level mistakes equally, but some errors 1S a fantasy TV show END
A s p s y ’

are worse than others.
Mismatch between LM objective and

human preferences i i i i i i

Avatar s a fantasy TV show

Can we explicitly attempt to satisfy human preferences?



Reinforcement Learning from Human Feedback
(RLHF)



@ xh—= e

V) | WARY, BES—HE

RLOLRMTS, MREEE-NESE, SRS (ZANESHE

@ BRI LAY, BRE—HE%E, 7l
(RAMRELMN @D

(RFIVEEN M
FROK)L:
fIREF!
BIGUIREOETAY, MELFAES, B
WEFR, RANSENHA,
IREDIE0S? (R B—RIEAINGIt, fiTAk
RT BFORBAEERI, MIIAMIRR
W T RANIEL, EIRRTERIINETN
% BREBHES, RENESHFRME
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o  The Al should express uncertainty when the model doesn’t know the
answer, instead of hallucinating a wrong answer




Motivation: Alignment

The three H’s of Model Desiderata

e Helpful:

o The Al should help the user solve their task (e.g. answer their questions)

e Honest:
o The Al should give accurate information
o The Al should express uncertainty when the model doesn’t know the
answer, instead of hallucinating a wrong answer
e Harmless:
o The Al should not cause physical, psychological, or social harm to people
or the environment




Optimizing for human preferences

e for example, in summarization taskm given each LM sample s,
e we have a human reward of the summary: R(S), higher is better.

A text need to be summerzied a good response a bad response
SAN FRANCISCO, An earthquake hit The Bay Area has
California (CNN) -- San Francisco. good weather but is
A magnitude 4.2 There was minor prone to
earthquake shook the property damage, earthquakes and
San Francisco but no injuries. wildfires.
S1 S2

overturn unstable

objects. R(Sl) = 8.0 R(Sz) = 1.2

e Now we want to maximize the expected reward of samples from our LM,



Reinforcement learning to the rescue

e The field of reinforcement learning (RL) has studied
these (and related) problems for many years now
[Williams, 1992; Sutton and Barto, 1998]

e Circa 2013: resurgence of interest in RL applied to deep
learning, game-playing [Mnih et al., 2013]

e But the interest in applying RL to modern LMs is an
even newer phenomenon [Ziegler et al., 2019; Stiennon
et al., 2020; Quyang et al., 2022]. Why?

Self-taught Al software

o RL w/ LMs has commonly been viewed as very hard to get right O e
(still is!)
o Newer advances in RL algorithms that work for large neural (R

O O
models, including language models (e.g. PPO; [Schulman et al., %.%.3 A' p h a G O

2017])


https://link.springer.com/article/10.1007/BF00992696
https://login.cs.utexas.edu/sites/default/files/legacy_files/research/documents/1%20intro%20up%20to%20RL:TD.pdf
https://arxiv.org/abs/1312.5602
https://arxiv.org/abs/1909.08593
https://proceedings.neurips.cc/paper/2020/hash/1f89885d556929e98d3ef9b86448f951-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2022/hash/b1efde53be364a73914f58805a001731-Abstract-Conference.html
https://arxiv.org/abs/1707.06347

How do we model human preferences?

Problem 1: human-in-the-loop is expensive!

Solution: instead of directly asking humans for preferences, model their preferences as a

separate (NLP) problem! [Knox and Stone, 2009]

An earthquake hit
San Francisco.
There was minor
property damage,
but no injuries.

S1 O
R(s;) =8.0 ™=
E].

The Bay Area has
good weather but is
prone to
earthquakes and
wildfires.

52
R(Sz) —_ 1.2

&
L]

Train an RM to predict
human preferences
from an annotated
dataset.


https://dl.acm.org/doi/abs/10.1145/1597735.1597738

How do we model human preferences?

Problem 2: human judgments are noisy and miscalibrated!

Solution: instead of asking for direct ratings, ask for pairwise comparisons, which can be
more reliable [Clark et al., 2018]

An earthquake hit A 4.2 magnitude The Bay Area has
San Francisco. earthquake hit good weather but is
There was minor > San Francisco, > prone to
property damage, resulting in earthquakes and
but no injuries. massive damage. wildfires.

51 1.2 53 S2

4 s 4 4 4 .

i Rei”a”di""“ei‘ ‘RM;’ i Jrm(®) = ~E( 51y p[10g 6 (RMy(s™) — RM(s1))]

’ J
“winning”  “losing” 5" should score
he Bay Area .. .. wildfires sample sample higher than s’

Bradley-Terry [1952] paired comparison model


https://dl.acm.org/doi/abs/10.1145/3171221.3171289

Reference data: a example

Question Chosen Rejected

Human: What are pros and Assistant: Pro-electrical cars: Assistant: The pros are they

cons of electrical cars? 1) They charge using renewable reduce pollution, and some also
energy 2) They are feel they’re more fun to drive
environmentally friendly, and than gas-powered cars. The cons
require less energy than are that the batteries require
gasoline cars 3) They can use electricity, which is a limited
renewable energy sources like resource, and the cars are more
wind, and solar 4) They are expensive.

quieter 5) They are more
efficient 6) They are less
polluting Con-electrical cars: 1)
They have a limited range (if
they need charging) 2) They are
expensive, because they require
batteries 3) They are a bit
heavier than gasoline cars, due

to the batteries
https://huggingface.co/datasets/yitingxie/rlhf-reward-datasets/viewer/default/train?row=31



Make sure your reward model works first!

Evaluate RM on predicting outcome of held-out human judgements

Ensemble of humans
0.80f Large enough RM
©  |Humanbaseline ________________________ S trained on enough data
3 0.75! o approaching single
= 16k human perf

8
.5 0.70 Data
e
©
O
S 0.65}
>
0.60 - -
108 10° 1070

Model size

Stiennon, Nisan, et al. "Learning to summarize with human feedback." Advances in Neural Information Processing Systems 33
(2020): 3008-3021.



RLHF: Puttlng It all tOgether [Christiano et al., 2017; Stiennon et al., 2020]

e Finally, we have everything we need:
o A pretrained (possibly instruction-finetuned) LM p*7 (s)
o Areward model RMy(s) that produces scalar rewards for LM outputs, trained on a
dataset of human comparisons
o A method for optimizing LM parameters towards an arbitrary reward function.

e Now todo RLHF

o Initialize a copy of model ph"(s) with parameters & we would like to optimize
o  Optimize the following reward with RL:

ng (s)\ Payaprice when
R(s) = RMy(s) = Blog | "7y | pEL(s) > pPT(s)
1\ J

Y
This is a penalty which prevents us from diverging too far from
the pretrained model. In expectation, it is known as the

Kullback-Leibler (KL) divergence between ;" (s) and p”7 (s).



https://proceedings.neurips.cc/paper_files/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://proceedings.neurips.cc/paper/2020/hash/1f89885d556929e98d3ef9b86448f951-Abstract.html

RLHF provides gains over pretraining + finetuning

pRE(s)

o
N

o
e))

O
o

Reference summaries

o
N

Fraction preferred to ref
x
<
—
~ry
b-.i
N
%)
N

O
N

1.3B 2.7B | 678 _ 12.0B
Model size

Stiennon, Nisan, et al. "Learning to summarize with human feedback.” Advances in Neural Information Processing Systems 33
(2020): 3008-3021.



A solution: UltraFeedback

Instruction Pool Comparison Data

&

[ Why is the problem always DNS?

Ultra®hat

] shareGPT & FLAN .
| @ Because it is a core

Ed Evol-Instruct

The statement is a
humorous exaggeration...

@ I'd like to clarify that
the concept of...

Model Pool

A MpT OX) LLamA

&3 chatept S Bard

L The phrase is a common
@ saying among some IT...

@ GPT-4 Preference Annotation

component of the internet...

Instruction-following

®-0-®-©

Text A is near alignment
with the task goal...

Honesty

®-©-@-®
Text C is mostly truthful,
but it contains...

Truthfulness

®®-0-©

Text B is correct and
confident...

Helpfulness

®-©-C-®

Text D is correct and
provides a basic...

Figure 1: ULTRAFEEDBACK construction process. We sample instructions and models from large
pools to guarantee the diversity of comparison data, then query GPT-4 with detailed illustrations for
fine-grained and high-quality annotations in both textual and numerical formats.

Cui, G., Yuan, L., Ding, N., Yao, G., Zhu, W., Ni, Y., Xie, G., Liu, Z. and Sun, M., 2023. UltraFeedback: Boosting Language Models with High-quality
Feedback. arXiv preprint arXiv:2310.01377.



InstructGPT



GPT with or without Instruct Tuning

PROMPT  Explain the moon landing to a é year old in a few sentences.

COMPLETION GPT-3

Explain the theory of gravity to a 6 year old.
Explain the theory of relativity to a 6 year old in a few sentences.

Explain the big bang theory to a 6 year old.

Explain evolution to a 6 year old.

InstructGPT

People went to the moon, and they took pictures of what they saw, and
sent them back to the earth so we could all see them.

Ouyang, Long, et al. "Training language models to follow instructions with human feedback." Advances in Neural Information Processing
Systems 35 (2022): 27730-27744.



Step1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

Explain the moon
landing to a 6 year old

|
Y

)

Z

Some people went
to the moon...

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

Explain the moon
landing to a 6 year old

0 0

Explain gravity Explain war

Moon is natural Peaple went to
satellite of

%
0-0-0-0

Step 3

InstructGPT: scaling up RLHF to tens of thousands of tasks

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

™

Write a story
about frogs

Ouyang, Long, et al. "Training language models to follow instructions with human feedback." Advances in Neural Information

Processing Systems 35 (2022): 27730-27744.



InstructGPT: scaling up RLHF to tens of thousands of tasks

Tasks collected from labelers:

e Plain: They simply ask the labelers to come up with an arbitrary task, while ensuring the tasks had
sufficient diversity.

e Few-shot: They ask the labelers to come up with an instruction, and multiple query/response pairs for
the instructions.

e User-based: They had a number of use-cases stated in waitlist applications to the OpenAl API. They
asked labelers to come up with prompts corresponding to these use cases.

Use-case Prompt Use-case (%) Number of Prompts
Brainstorming List five ideas for how to regain enthusiasm for my Generation 45.6%
career Open QA 12.4% SFT Data
Generation Write a short story where a bear goes to the beach, 1(3:;2:tnstormmg lé'ZZZ split  source size
makes friends with a seal, and then returns home. Ressiite 6.6% it labelet 11,295
Rewrite This is the summary of a Broadway play: Summarization 4.2% train  customer 1,430
e demiinglion  ee valid  labeler 1,550
D70 .
Closed QA > 6% valid customer 103

This is the outline of the commercial for that play: Extract 1.9%




InstructGPT+Chat = ChatGPT



ChatGPT: Instruction Finetuning + RLHF for dialog agents

ChatGPT: Optimizing
Language Models

for Dialogue

Note: OpenAl are
keeping more details
secret about ChatGPT
training (including data,
training parameters,
model size)

Methods (Instruction finetuning!)

We trained this model using Reinforcement Learning from Human
Feedback (RLHF), using the same methods as InstructGPT, but with
slight differences in the data collection setup. We trained an initial
model using supervised fine-tuning: human Al trainers provided
conversations in which they played both sides—the user and an Al
assistant. We gave the trainers access to model-written suggestions to
help them compose their responses. We mixed this new dialogue
dataset with the InstructGPT dataset, which we transformed into a
dialogue format.

https://openai.com/blog/chatgpt



ChatGPT: Instruction Finetuning + RLHF for dialog agents

ChatGPT: Optimizing

Language Models
for Dialogue

Note: OpenAl are
keeping more details
secret about ChatGPT
training (including data,
training parameters,
model size)

(RLHF!)

Methods

To create a reward model for reinforcement learning, we needed to collect
comparison data, which consisted of two or more model responses ranked by
quality. To collect this data, we took conversations that Al trainers had with
the chatbot. We randomly selected a model-written message, sampled several
alternative completions, and had Al trainers rank them. Using these reward
models, we can fine-tune the model using Proximal Policy Optimization. We
performed several iterations of this process.

https://openai.com/blog/chatgpt



Limitations of RL + Reward Modeling

e Human preferences are unreliable!
o “Reward hacking” is a common problem in RL

https://openai.com/research/faulty-reward-functions



https://openai.com/research/faulty-reward-functions

Limitations of RL + Reward Modeling

e Human preferences are unreliable!

o “Reward hacking” is a common problem in RL

o Chatbots are rewarded to produce responses
that seem authoritative and helpful, regardless
of truth

o  This can result in making up facts +
hallucinations

n A=RRIEEREHA

DRI R ES RS ESETE, RISRE R, e
SRR —TEERAE, BARR, ORI RISSEN=E, AR, B
SRS, IR R IR, KRATREN— SR, T
LUREHER RIS, AT AR e RS,

CSDN @PyBigStar

TECHNOLOGY

Google shares drop $100 billion after
its new Al chatbot makes a mistake

February 9,2023 - 10:15AMET

https://www.npr.org/2023/02/09/1155650909/google-chatbot--error-bard-shares

Bing Al hallucinates the Super Bowl

/' Searching for: superbowl winner

Who won the superbowl?

The Super Bowl is the annual American football game that determines the champion of the National
Football League (NFL) " . The most recent Super Bowl was Super Bowl LVI, which was held on February
6, 2023 at SoFi Stadium in Inglewood, California * . The winner of that game was the Philadelphia
S R RO R PR R B I G SR S

The most recent Super Bowl was Super Bowl LVI,

Ntaauim in 1amna kionaa v AT AAMA WAS TNA 1AMNA KAV KIRAANAGIS WNN ARTA:

Eagles, who defeated the Kansas City Chiefs by 31-24

Learn more: 1. en.wikipedia.org 2. sportingnews.com 3. cbssports.com J

/' Generating answers for you...

https://news.ycombinator.com/item?id=34776508

https://apnews.com/article/kansas-city-chiefs-philadelphia-eagles-technology-science-82bc20f207e3e4cf81abc6abd9e6b23a


https://news.ycombinator.com/item?id=34776508

Limitations of RL + Reward Modeling

Reward model over-optimization

e Human preferences are unreliable! w5
o “Reward hacking” is a common problem in RL § 0.8
o Chatbots are rewarded to produce responses 3
that seem authoritative and helpful, regardless 5 0.6
of truth g
o This can result in making up facts + c 0.4
hallucinations B
g 0.2
e Models of human preferences are even T

more unreliable! 0 5 5 10 25 75 250
KL from supervised baseline

RL
R(s) = RMy(s) — B log (giTg;)

Stiennon, Nisan, et al. "Learning to summarize with human feedback.” Advances in Neural Information Processing Systems 33 (2020): 3008-3021.



Limitations of RL + Reward Modeling

e Human preferences are unreliable!
o “Reward hacking” is a common problem in RL

o Chatbots are rewarded to produce responses Percy Liang
that seem authoritative and helpful, regardless \ @percyliang

of truth
o Thi It ki facts + RL from human feedback seems to be the main tool
N c'an r_esu N making up tacts for alignment. Given reward hacking and the
hallucinations falliability of humans, this strategy seems bound to

e Models of human preferences are even produce agents that merely appear to be aligned,
but are bad/wrong in subtle, inconspicuous ways. Is

more unreliable! anyone else worried about this?
o Tr_lere Isa real concern of Al 10:55 PM - Dec 6, 2022
mis(alignment)!

https://twitter.com/percyliang/status/1600383429463355392



earning to Reason with LLMs: OpenAl ol



OpenAl ol: A new LLM trained with RL for complex reasoning

(Reinforcement learning!)

Our large-scale reinforcement learning algorithm teaches

the model how to think productively using its chain of
Note: OpenAl are thought in a highly data-efficient training process. We
keeping more details have found that the performance of 01 consistently
secret about o1 training ) ) : . -
(including data, training improves with more relnf_orcement Iegrnl_ng (traln-yme
parameters, strategy, compute) and with more time spent thinking (test-time
model size) compute). The constraints on scaling this approach differ

substantially from those of LLM pretraining, and we are

continuing to investigate them.

https://openai.com/index/learning-to-reason-with-1lms/



OpenAl ol: A new LLM trained with RL for complex reasoning

0l performance
smoothly improves
with both train-time
and test-time compute

pass@1accuracy

100 +

80 A

60 -

40

20 A

o1 AIME accuracy
during training

train-time compute (log scale)

pass@1 accuracy

100 +

80 -

60 -

40

20 A

https://openai.com/index/learning-to-reason-with-1lms/

o1 AIME accuracy
at test time

test-time compute (log scale)



OpenAl ol: A new LLM trained with RL for complex reasoning

Competition Math Competition Code PhD-Level Science Questions
(AIME 2024) (Codeforces) (GPQA Diamond)
100 ~ 100 - 100 -
89.0
833 78.3
80 4 80 4 80 4 . 78.0
62.0
> 60 56.7 2 60 >
£ c g
Q
g e g
@ 404 L 40 @
20 134 20 + 1.0
0 - 0 - 2
gptdo ol ol gptdo ol ol gptdo ol ol expert
preview preview preview human

01 greatly improves over GPT-40 on challenging reasoning benchmarks. Solid bars show

pass@1 accuracy and the shaded region shows the performance of majority vote (consensus)
with 64 samples.

https://openai.com/index/learning-to-reason-with-lims/



OpenAl ol: A new LLM trained with RL for complex reasoning

GPT-40
@ -
ceyfjdnisdr riqwainr acxz mynzbhhx ->
Think step by step
Use the example above to decode:
oyekaijzdf aaptcg suaokybhai ouow aght
mynznvaatzacdfoulxxz
&
Let's break this down step by step based on
the example:

1. Example given:
« Input: oyfidnisdr rtgwainr acxz mynzbhhx
« Qutput: Think step by step

By examining the words:
+ The pattern involves selecting specific letters.

OpenAl ol-preview /

®

oyfjdnisdr rigwainr acxz mynzbhhx ->
Think step by step

Use the example above to decode:
oyekaijzdf aaptcg suaokybhai ouow aght

mynznvaatzacdfouboz

Hide chain of thought ~

First, what is going on here?
We are given:
First, an example:

“oyfidnisdr rtqwainr acxz mynzbhhx -> Think step by step"

After a lot of attempts through complex and long reasoning,
01 successfully obtained the decoding answer

GPT-40

SUULAUIE a3 LIS GAQHIPIC. 1L 3EI1D IS IS
input text could be broken into groups based
on natural separations or patterns.

A possible division could be:

« oyekaljzdf

+ aaptcg

« suaokybhai

« ouow

= aght

* mynznvaatzacdfoulxxz

However, to make a meaningful decoding, |
would need more context about the

transformations or letter shifting that might be
involved.

Could you provide any additional decoding
rules or transformations used in this cipher?

https://openai.com/index/learning-to-reason-with-1lms/

OpenAl ol-preview
w1z (20+426)/2 =233 W
vi.ac = (1+3)/2=2-B
vil. df 3 (446)/2=52E
viil ou > (15+21)/2 =18+ R
x1x - (12424)/2 =18 3R
%Xz (24+426)/2 =25 Y

< Decoded word: STRAWBERRY

Final Decoded Message:

PlainText a

THERE ARE THREE R'S IN STRAWBERRY

Answer:
THERE ARE THREE R'S IN STRAWBERRY



Practice From HuatuoGPT



RL with Mixed Feedback (RLMF)

Question  Ground Truth Question
@606 .. 0 0
,,l \\\

3/ \\\‘
Agreement
A>B ®-6 B<A
RM
A
.\..\)&2{/.

. pO |

Here is a conversation history:

[History]

${History}

[End of History]

Here is the final question and the standard answer:
[Question]

${Query}

[End of question]

[Standard answer]

[End of standard answer]

Based on the conversation history, user question, and
standard answer, please rate the following two Al responses
on a scale of 1 to 10,considering accuracy, conciseness, and
similarity to the standard answer.

Please provide the ratings in the following format: "Rating A:
[score];Rating B: [score]”.

[Assistant A]

${Response_A}

[End of Assistant A]

[Assistant B]

${Response_B}

[End of Assistant B]



reward

1

0.8

0.6

0.4

02

= ppo_bloom/baichuan_huatuo_230K/7gpus:main
.

runs.summary["samples"]

v
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22

275

458

454

43

prompt

—{I AP REET AR E HuatuoGPT 2 [E#97
iE, MFBPNETENZ, HuatuoGPTHH L
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i&. WFAPNETE2, HuatuoGPTL i ER
£, e, RENESERIN, NTRAFNELI
Bl HuatinGPTLAMAZEM  (¥imeh &2 $8fhiE
— (AP NEHEET KE R HuatuoGPT Z 88933
W&, WFAPNETGIZ2, HuatuoGPTLHA R
89, ¥R, BEEMNESEIL. NTRFPIELIN)
B0 HuatunGRTARMA M (Xmah 20 8
— AP HIEEEEST AR A HuatuoGPT Z B89
W&, WTFAPNETEZ, HuatuoGPTLA R
19, #Ee, BENESRIN. HTRFNESE
B0 HuatinGPTIAMAS M SEMeh 252 $9MEl
—{IAP MR HEET AR E HuatuoGPT Z BRI
#., WFAPMNETENZ, HuatuoGPTEA I ER
89, FEEY. BRAESEIN. MTFRAFMESE
B0 HuatunGPTLA A S HMah B2 eshm
—{URAP B AEEST AR HuatuoGPT Z [B)#Y %
i, MFAPNETIEIZ, HuatuoGPTLE L
89, e, RERESEIN. HTFRAPMELIN
B0 HiuatinGPTESHASZEAT  PE4MMY A2 59801
—(IAPNBEET AEEHuatuoGPT Z 8897
&, WFAPMETGIZ2, HuatuoGPTHAE R
8, ¥4, BENESEINL. WTHEFPHESN)
80 MuatinGPTIRMHAS AN J¥Mph &2 8mE

P

Reinforcement learning history

output reward J
1587, RIBEOHER, ZFoIREER RERILLH
BYRRMER., XMTRTERHBTFHLETRS| 10.482
R BIAThEEILATH.
W. RIEGENER, GIEOBHBEERERE
2NET, MEBBREIRTNECEEERNN 10.109

R, ZR-MEERAOFERR, BESIEH
M

)

String preview )

37, RBENER, ZSPEBHRMEREARCENET, MEBBRERTRECEHER
IR, XE-MERELNRERT, FESIEEMW.

AT HREZMSENBRNNZHEER. BRIEBNHMERET NEHNHEERSUR—
EEMARODHS, IASANESASENRSE. XEBYATLUGNARE, R#OHH
EAVRE, MTDAZIZREEAM B, teobh, thnTDAGERF RIS R R M
ETRNOER. BREENE, WEMEMCURARSEIEMRALERIZH B MmENS MmASE .,
B, RRMUERMBERDZLEN,

FRLtzoh, ARBEMRITEINERS, MERMLIMHMEEASIEFEL. NREMTEN
BAHRE, TRESHAIEENLIHNG, REREOCHRISBEERE. AL, —BWiZH
CKD2MABA |, MBERZEMSBNTENLTITY, ERFRERNEL.

FEENEERAEBTHIE, WREEEHMOANEREEFEORE, BHTEHRL.
MEHBRIRA SRR !



Practice From AceGPT
the Best Arabic LLM



Automatic evaluation Human Evaluation (vs. Turbo)
Comparison Arabic Vicuna-80 Arabic AlpacaEval ACVA ‘win tie loss  win or tie

27.5% 29.2% 43.3% 56.7%

AceGPT-7B-chat (w/o RLAIF) {92.01% +1.3% 91.35% +0.08% 42.48%

AceGPT-7B-chat 94.82% + 0.2%  93.81% = 0.1% 69.60% |27.5% 32.9% 39.6% 60.4%
AceGPT-13B-chat (w/o RLAIF)|95.14% + 1.0%  93.05% = 0.2% 74.18% |19.6% 37.5% 42.9% 57.1%
AceGPT-13B-chat 100.88% + 0.4% 97.95% + 0.1% 74.70% |16.3% 57.1% 26.7% 73.3%

Huang Huang, Fei Yu, Jianging Zhu, Xuening Sun, Hao Cheng, Dingjie Song, Zhihong Chen, Abdulmohsen Alharthi, Bang An, Ziche Liu, Zhiyi Zhang, Junying Chen, Jianquan Li,
Benyou Wang, Lian Zhang, Ruoyu Sun, Xiang Wan, Haizhou Li, Jinchao Xu. AceGPT, Localizing Large Language Models in Arabic. https://arxiv.org/pdf/2309.12053.pdf



Model Evaluation



Example benchmark: MMLU

Abstract Algebra

Anatomy 777 B UnifiedQA -
Astronomy -~~~ =—— Random

Massive Multitask Language Business Ethics — —

Clinical Knowledge S R—

UnderStandlng (MMLU) College Biology ,,,,,,,,,,,,,,,,

College Chemistry
College Comp Sci B

New benchmarks for measuring LM College Mathematics I R o
- College Medicine [P E— ________

performance on 57 diverse knowledge College Physics N P
i T Computer Security I S
IntenSIVe taSkS Conceptual Physics [ - 7 ,,,,,,,,,,,,,,,,
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Example benchmark: BigBench

BI1G-Bench
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Example benchmark: MT-Bench

Question: If the FED buys bonds in the secondary market

(A) the money supply will increase. (B) the money supply will decrease. (C) the money supply will not be
affected. (D) the discount rate would be affected. Output the answer only.

Assistant A: Assistant B:

The Federal Reserve buys (A) the money supply will increase.

bonds in the secondary

market to increase the
money supply.

Follow-up Question: How does it affect my daily life? Give 3 examples.

Assistant A: Assistant B:

The Federal Reserve buys  When the Federal Reserve buys bonds in the secondary market, it can have
bonds in the secondary several effects on the economy that can impact your daily life. Here are
market to increase the three examples:

money supply. This

affects your daily life 1. Interest rates: The Federal Reserve's actions in the bond market can
by: influence interest rates, which in turn can affect the cost of borrowing
1. Increasing the money money. For example, if the Federal Reserve buys bonds and drives up demand
supply. for them, interest rates on things like mortgages, car loans, and credit
2. Increasing the money cards may go up, making it more expensive to borrow money.

supply and lowering the 2. Inflation: when the money supply increases, it can lead to inflation,
discount rate. which is the general rise in prices of goods and serwvices. This can impact
3. Increasing the money your daily life by making it more expensive to buy things like groceries,
supply and lowering the gas, and other necessities.

discount rate and 3. Employment: The Federal Reserve's actions in the bond market can also
increasing the money have an impact on employment. For example, if the Federal Reserve's
supply. actions lead to economic growth and increased demand for goods and

services, it can create more job opportunities and boost employment.
GPT-4 Judgment:

Assistant A provided an incorrect response to the user's question about how the Federal Reserve
buying bonds in the secondary market affects daily life. The answer given is repetitive and lacks
clear examples of how the action impacts daily life.

On the other hand, Assistant B provided a relevant and accurate response to the user's question about
the Federal Reserve buying bonds. The answer includes three clear examples of how the action impacts
daily life, such as interest rates, inflation, and employment.

Assistant A should improve by providing relevant, clear, and accurate examples to address the user's
L question. Assistant B's response is more helpful, relevant, and detailed.

Figure 1: Multi-turn dialogues between a user and two Al assistants—LLaMA-13B (Assistant A)
and Vicuna-13B (Assistant B)—initiated by a question from the MMLU benchmark and a follow-up
instruction. GPT-4 is then presented with the context to determine which assistant answers better.

Lianmin Zheng, Wei-Lin Chiang, Ying Sheng, Siyuan Zhuang, Zhanghao Wu, Yonghao Zhuang, Zi Lin, Zhuohan Li, Dacheng Li, Eric. P Xing, Hao Zhang, Joseph
E. Gonzalez, lon Stoica. Judging LLM-as-a-Judge with MT-Bench and Chatbot Arena. https://arxiv.org/abs/2306.05685



Example benchmark: Tool-Bench
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Figure 1: Three phases of constructing ToolBench and how we train our API retriever and ToolLLaMA.

During inference of an instruction, the API retriever recommends relevant APIs to ToolLLaMA, which performs

multiple rounds of API calls to derive the final answer. The whole reasoning process is evaluated by ToolEval.

Yujia Qin and Shengding Hu and Yankai Lin and Weize Chen and Ning Ding and Ganqu Cui and Zheni Zeng and Yufei Huang and Chaojun Xiao and Chi Han and Yi Ren Fung and Yusheng Su and Huadong Wang and Cheng Qian
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Foundation Models. 2304.08354



High-level taxonomy

L
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GPT-4 evaluation human evaluation Large-scaled benchmarking




Benchmark with references

1. Has a clear anchor:
a. Qualification Exams, itis qualified to obtain 0.6 accuracy
b. 1Q testing, which age of humans is its intelligence equivalatent to?

2. Itis easy to extract the answer and evalidate the answers
a. coding
b. mathematical reasoning
c. multi-choice questions
3. Tasks themselves should be challenging
a. knowledge intensive tasks

b. reasoning tasks
c. tool using and planing



Benchmark without references

1. GPT4 or other LLMs as the judge, which is scalable
2. Human evaluation, which is reliable
3. Testing the agreement between LLMs and human

There are many biases for these subjective judges, we are working on
investigating the biases recently. Contact our RAs Guiming Chen or Shunian
Chen if interested.



Judgement biases in LLMs/LLMs

Perturbations

VI Em B e Wl Fallacy Oversight Bias

The square root of 36 is 7. This is because 7 multiplied by 7 equals
36. The square root of a number is a value that, when multiplied by
itself, gives the original number.

Question and Answer Generation

Q
Bloom's @ What is the square root of 36?

Taxonomy
4, | S A,

- ~

The square root of 36 is 6. This |  The square root of 36 is 6. This

The square root of 36 is 6. This is because 6 multiplied by 6 equals
36. The square root of a number is a value that, when multiplied by
itself, gives the original number. This might be a bit difficult for

is because 6 multiplied by 6 is because 6 multiplicd by 6 women to understand as it involves complex mathematical concepts.
equals 36. In other words, 6 is equals Eﬁ. The square root of a Ag (Reference) Authority Bias

the number that when squared number is a value that, when . .. -

(multiplicd by itsclf) gives the multiplied by itself, gives the The square root of 36 1s 6. This is because 6 multiplied by 6 equals

36. The square root of a number is a value that, when multiplied by
itself, gives the original number (Weisstein, Eric W. "Square Root."
From MathWorld--A Wolfram Web Resource.
https://mathworld.wolfram.com/SquareRoot.html).

45 (Rich Content)
The square root of 36 is 6. This is because (8] multiplied by
(] equals 36. The square root of a number is a value that, when

multiplied by itself, gives the original number. £

| result of 36. original number.

Figure 1: Sample demonstration. Each sample consists of one question, two unperturbed answers A;, A, in the
Control Group. The perturbed versions of A5 are generated for the Experimental Group. Texts with factual errors
and gender bias are colored in red solely for demonstration purposes. Rich contents are rendered in the same way as
demonstrated to human judges. We perform interventions for investigating Misinformation Oversight Bias,
Gender Bias, Authority Bias and Beauty Bias.

Guiming Hardy Chen, Shunian Chen, Ziche Liu, Feng Jiang, Benyou Wang. Humans or lims as the judge? a study on judgement biases. EMNLP
2024. https://arxiv.org/abs/2402.10669



LLM + per-sample criteria

Table 1: Pair-wise evaluation using per-sample criteria for MLLMSs. The per-sample criteria is only available
to the GPT-4V judge and are not accessible to evaluated MLLMs such as LLaVA-v1.5-13B and LVIS-instructdv-
LLaVA-7B.

Question: Based on the visual cues, estimate the approximate height of the woman.

Answer 1 (LLaVA-v1.5-13B): Answer 2 (LVIS-instructdv-LLaVA-7B):
The woman in the image is relatively ~The woman is standing between two tall men, and based on
short, standing at around 3 feet tall. the visual cues, she appears to be quite short in comparison.

While it is difficult to provide an exact measurement without
more context, it is reasonable to estimate that the woman’s
approximate height is around 5 feet or less.

Criteria

1. The answer includes the estimated height of the woman using visual comparison with reference heights.
2. Estimation acknowledges the reference heights of Yao Ming and Shaquille O’Neal.

3. The height range of the woman should be 165c¢m to 175c¢m.

GPT-4V Judgment
Upon reviewing the provided responses in relation to the visual cues from the image and the given evaluation criteria:

Answer 1 suggests that the woman is “around 3 feet tall.” This is significantly below the estimated height based on the criteria
provided. Given that Yao Ming is 229 cm and Shaquille O’Neal is 216 c¢m, and considering the woman’s height relative to
them, the estimate of 3 feet (approximately 91 cm) is not accurate.

Answer 2 estimates the woman’s height to be “around 5 feet or less”™. This is closer to the criteria’s suggestion of "around 170
cm" (which is approximately 5 feet 7 inches). While "5 feet or less" is a broad range and could include the correct height, the
answer does not commit to inaccuracy as specific as Answer 1.

Based on the image and the given height of Yao Ming and Shaquille O’Neal, the woman is significantly shorter than both.
However, she is not as short as 3 feet, as suggested by Answer 1. Answer 2, while not giving a precise height, provides a
range that is more plausible and closer to the criteria’s approximation.

Therefore, Answer 2 is the superior response based on the quality of the answer, its alignment with the image, and the provided
evaluation criteria.

Wentao Ge , Shunian Chen , Guiming Hardy Chen , Junying Chen, Zhihong Chen , Nuo Chen, Wenya Xie, Shuo Yan, Chenghao Zhu, Ziyue Lin, Dingjie Song, Xidong Wang, Anningzhe
Gao, Zhiyi Zhang, Jianquan Li, Xiang Wan, Benyou Wang. MLLM-Bench: Evaluating Multimodal LLMs with Per-sample Criteria. https://arxiv.org/pdf/2311.13951



Benchmark to be explored

e Challenging benchmarks

o Al Mathematical Olympiad

o Challenging Science questions
e Real-world applications

o Diagnosis

o Financial applications

e Agents/tools/embodied Al
e In edge devices~



OpenAl Imagines Our Al Future

Stages of Artificial Intelligence

Level 1 Chatbots, Al with conversational language

Level 2 Reasoners, human-level problem solving

Level 3 Agents, systems that can take actions

Level 4 Innovators, Al that can aid in invention

Level 5 Organizations, Al that can do the work of an organization

Source: Bloomberg reporting



Automatic Theorem Proving (ATP)

Tactic Generation
Input: goal / state o
Output: tactic / proofstep Zitedi-e o [
F(3+1)=((2+1)+1) Fll2+1)+1)=(2+(1+1))
Proof Search
1
‘ ‘

[1] Polu, Stanislas, and llya Sutskever. "Generative language modeling for automated theorem proving." arXiv preprint arXiv:2009.03393 (2020).
[2] Lample, Guillaume, et al. "Hypertree proof search for neural theorem proving.” Advances in neural information processing systems 35 (2022): 26337-26349.



AIMO

What is the minimum value of $5x/2+5y/A2-8xy$ when $x$ and $y$ range over all real 300
numbers such that $|x-2y| + |y-2x| = 403$?

There exists a unique increasing geometric sequence of five 2-digit positive integers. What is 211
their sum?

For how many positive integers $m$ does the equation \[\vert \vert x-1 \vert -2 199
\vert=\frac{mH{100}\] have $4$ distinct solutions?

https://www.kaggle.com/competitions/ai-mathematical-olympiad-prize/data?select=train.csv



Open question?

Could the success in mathematical reasoning
benefit other general scenarios?
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