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https://gptpluginz.com/llm-agents/
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Examples of Planning

HotpotQA AlfWorld Env

/’_______________{ (1d) ReAct (Reason + Act) }______________*\ ( (2b) ReAct (Reason + Act) \

Act 1: Think[First I need to find a pepper shaker...more

Thought 1: I need to search Apple Remote and find the

program it was originally designed to interact with. likely to appear in cabinets (1-6), countertops (1-3), ... 1]
Act 1: Search[Apple Remote] Act 2: Go to cabinet 1
Obs 1: The Apple Remote is a remote control intreduced in Obs 2: On the cabinet 1, you see a vase 2.
October 2005 by Apple originally deSigned to contrel the (Here the agent go to cabinet 1, then cabinet 2, 3, then countertop 1 and 2)
Eront Row mediacenter| program ..
Act 6: Go to countertop 3
Thought 2: Apple Remote was originally designed to control Obs 6: On the countertop 3, you see a apple 1, a bread 1,
the Front Row media center program. I need to search - ...... a pepper shaker 1, and a vase 3.
Row next and find what other device can control it.
Act 2: Search([Front Row] ) Act 7: Take pepper shaker 1 from countertop 3
Obs 2: Could not find [Front Row]. Similar: [*Front Row Obs 7: You pick up the pepper shaker 1 from the countertop 3.

Seat to Earth', 'Front Row Motorsports','

-

Act 8: Think[Now I find a pepper shaker 1. Next, I need to
put it in/on drawer 1. ]

Thought 3: Front Row is not found. I need to search -
. Act 9: Go to drawer 1
Act 3: Search| ] Obs 9: Drawer 1 is closed.

Cbs 3: Front Row is a discontinued media center software ..
Act 10: Open drawer 1

Thought 4: Obs 10: You open Drawer 1 ..
So the answer is
::zb:ar:_f\_m;l;imkeh] Act 11: Put pepper shaker 1 in/on drawer 1 \/
: Finis
11: You put pepper shaker 1 in/on the drawer 1.
\/) Obs

\_ . ’ J

In both experiments on knowledge-intensive tasks and decision-making tasks, ReAct works better
than the Act-only baseline where Thought: ... step is removed.

ReAct: Synergizing Reasoning and Acting in Language Models



https://arxiv.org/abs/2210.03629

Examples of tools

n how many rows does it have?

e

The “music.csv" dataset has 10,000 rows.

n €an you run some basic visualizations?

Working... £ Show wark v

. Histogram of Song Durations

o 5600 1600
Sang Durat

Stop generating

Data analysis

70000

Greens Restaurant - San
Francisco, CA on OpenTable

Web/Apps

Large <+—--- Stack the blocks on the empty bowl
Language = ®
Model

l Policy Code

block_names = detect ol ts5("blocks")
bowl_names = detect_objects("bowls™)
for bowl_name in bowl_names:
if is_empty(bowl_name):

empty_bowl = bowl_name

break
objs_to_stack = [empty_bowl] |+ block_names
stack_objects(objs_to_stack),

def is_empty(name): f

def stack_objects(obj_names):
n_objs = len(obj_names) K
for i in range(n_objs - 1): =
obj@ = obj_names[i + 1]
obj1 = obj_names[i]
(obj0, obj1)

Robotic physical world

https://openai.com/blog/chatgpt-plugins
https://code-as-policies.github.io/



https://openai.com/blog/chatgpt-plugins
https://code-as-policies.github.io/

Examples of memory
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Examples of action: Embodied Al

PaL.M-E transfers knowledge from visual-language domains into embodied reasoning — from
robot planning in environments with complex dynamics and physical constraints, to answering

questions about the observable world.

Mobile Manipulation
" ]

5§ T
S =

drawer xi‘r" 1. Go to the drawers, 2. Open
top drawer. | see <img>. 3. Pick the green rice
chip bag from the drawer and place it on the Control
counter.
Visual Q&A, Captioning ...
\ Given <img>. Q: What's in the f " .I_ ) <img>
mage? Ans .".v";_' emojis AdOg]Umplng
J-#09004 over a hurdle ata
dog show.

o ' Given <emb> ... <img> Q: How to grasp blue block? A: First, grasp yellow block .{
5 N ,
! ol ? ViT
L

Large Language Model (PaLM)

Task and Motion Planning

PaLM-E: An Embodied Multimodal Language Model

en <emb> Q: How
First grasp yellow
block and place it on

the table, then grasp
the blue block.

Tabletop Manipulation

>iven <img»> Task: Sort
colors Into corners

Step 1. Push the green
star to the bottom left.
Step 2. Push the green

A: First, grasp yellow block and ...

Language Only Tasks ;
circle to the green star.
Here i1s a Haiku about
embodied language models Beach borders which ocean? A: Atlantic.
Embodied language Q:What is 372 x 187 A: 6696.

Juage models tr r data can

models are the future of Lar trained on robo
natural language be used to guide a robot’s actions.

PalLM-E: An Embodied Multimodal Language Model



https://arxiv.org/abs/2303.03378
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Introduction to Specialization



What is specialization?

Generalized LLM

work for everything vs.



Generalized LLM

Medicine
Finance l

Generalized LLM

Focus on all usage scenarios

Broad Domain Knowledge: Generalized
LLMs are designed to understand and process
information across a wide range of domains
such as law, medicine, and finance. They are
not restricted to a specific field, allowing for
versatile applications.

Mostly Support only Common Languages:
These models primarily focus on commonly
used languages like English. They may not
support or have limited capabilities in less
common languages, such as Arabic. This focus
allows for more depth in popular languages but
can limit accessibility for non-English speakers.



Specialized LLM

1.

Medicine

Specialized LLM
Focus on only one usage scenario

Domain-Specific Expertise: Specialization LLMs are
tailored to specific sectors or fields. For instance, a
model might be exclusively trained on medical
literature or legal documents, leading to a deeper
understanding and more accurate responses in that
particular domain.

Multilingual Support or to a non-English language:
Unlike generalized models, specialization LLMs can be
developed for specific languages relevant to their
domain. This means a legal LLM could be specifically
designed for use in Arabic if the demand in that
language is high in the legal domain.



Specialization

Linguistic
Region

Mental
Region

Motor
Region
Linguistic
Visual Region
Region
: 5 T
Auditory « _Region?
Region = S

v Reglonl

Figure 1: Based on the human brain (left) as a prototype, we have discovered a region in LLMs
(right) that corresponds to linguistic competence. Furthermore, we have found that improvements
in linguistic competence do not necessarily coincide with increases in knowledge levels, which may
suggest the presence of a dissociated knowledge region. In the future, we will continue to explore
the possibility of other functional regions.

Language and knowledge are the capabilities of different regions of the LLM, enhancing specific

regions with limited parameters.

Specialization is used to enhance specific domain knowledge or specific language skills.

Zhao J, Zhang Z, Ma Y, et al. Unveiling A Core Linguistic Region in Large Language Models[J]. arXiv preprint arXiv:2310.14928, 2023.



Two Types of specialization

Domain-Specific Adaptation

<
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Focus: This type specializes in a single
domain, such as healthcare, finance, or
law.

Advantages: Offers in-depth, nuanced
understanding and responses within its
chosen field. Highly accurate and
relevant in domain-specific contexts.

Use Case: Ideal for professional or
industry-specific applications where
expert-level knowledge and terminology
are crucial.

Language-Specific Adaptation

R
L X4

2
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R/
°o

Focus: Enhances adaptation to less
common languages, addressing the gap
left by Generalized LLMs which primarily
cater to widely common languages.

Advantages: Facilitates accessibility
and inclusivity, enabling users of
minority languages to access advanced
LLM capabilities.

Use Case: Particularly valuable in
linguistically diverse regions where less
common languages are spoken, ensuring
equitable access to technology.



Vertical (specialized) vs. Horizontal

learning)

Learning a task is always easy (e.g., in-context
Adapting a domain is too hard!

e . Bo
5 D €3 @



Motivation for Specialization



Domain Specialization

v

General-Purpose Domain-specific

Domain Specialization is used to adapt to specialized domains.



Domain Specialization

Generalized LLM Specialized LLM

With a similar size and inference cost, specialized models might perform better than a generalized
one.



Generalization to Specialization

e Current SOTA generalized LLM is insufficient for specific knowledge (e.g.,
medical knowledge in Chinese)

4RSS RR3RE?

$|5EPEABEE (Compound Methoxyphenamine) BE—MEERNABEL, ZETATE
WIGRESER, S5 PRIPEREBRETFRAS, ROBRRE, ERSNESEBED
BRER. RE. L& ISERSER.

Bk, SSREBETESESNEINS, SFEFENE, XEMASHENMENS
¥, LHh, ERTIRHESEMAERESEY. NFER (BTarS=NRmEs) | 82
BEEN (—MRURRAE) NEEHRY (—HREERS, TIERTERNSHEIE
R .

Wis, BRELFENEEFENSS, ERRREFEELNESTER,. EBRETEN
HOIEEFERIERNSMIERFBEORE. THaERFENZE, SFEEENGHITT
ZEOTReR R RIS A,

v

WREM: 200745028 248

SHEM: 2009408 4 14 F 2015409 A 25 F 2017407 A 31 A 2020907 4
13H 2021410 25 H 202241 28 H

M FREFRRRT S

AR I EEMS F

(waE®]
RS




Generalization to Specialization

e GPT-4 seems a Mixture-of-Expert architecture, each expert look like a specialized model

G Yam Peleg & @Yampeleg - Jun 21
» BREAKING! @realGeorgeHotz Just said:
- GPT-4 Has 220 parameters.
- GPT-4 Is a mixture of experts with 8 experts.
- GPT-4 Is doing 16 times inference (did u mean beams? or just 2 beams
per model?)

. anton & @abacaj - Jun 21
Interesting, George Hotz mentioning GPT-4 size/architecture in a
recent podcase he did

George: Yeah, yeah, we could build. So like the biggest training clusters today, | know
less about how GPT-4 was trained. | know some rough numbers on the weights and
stuff, but Lama- [00:43:28)

Swyx: A trillion parameters? [00:43:30]

George: Well, okay, so GPT-4 is 220 billion in each head, and then it's an eight-way
mixture model. So mixture models are what you do when you're out of ideas. So, you
know, it's a mixture model. They just train the same model eight times, and then they

have some little trick. They actually do 16 inferences, but no, it's not like- [00:43:45]

Q 25 0 a8 Q 240 iht 153K N &

https://twitter.com/Yampeleg/status/1671272245077979141



More on Language Specialization



Language Specialization

v

common language uncommon language

Domain Specialization is used to adapt generalized models to specific languages.



Most Languages are under-represented

Class 5 Example Languages #Langs | #Speakers | % of Total Langs
0 Dahalo, Warlpiri, Popoloca, Wallisian, Bora 2191 1.2B 88.38%
| Cherokee, Fijian, Greenlandic, Bhojpuri, Navajo 222 30M 5.49%
2 Zulu, Konkani, Lao, Maltese, Irish 19 5.7M 0.36%
3 Indonesian, Ukranian, Cebuano, Afrikaans, Hebrew 28 1.8B 4.42%
- Russian, Hungarian, Vietnamese, Dutch, Korean 18 2.2B 1.07%
5 English, Spanish, German, Japanese, French 7 2.5B 0.28%

88% of the world’s languages, spoken by 1.2B people
are untouched by the benefits of language technology.




Most Languages are under-represented
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Hierarchy of languages in terms of available
resources for training NLP systems

How well have Language Technologies been serving the 6000+ languages of the planet?



ChatGPT is unavailable to many regions
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Il OpenAls services are not
available in your country.

. \ AUSTRALIA

Being Red indicates that in the area ChatGPT is unavailable. Source of the picture: https://i.imgur.com/2fF3XIh.png



Language Specialization

Objectives and Values
A

- Linguistic Form and Style

v Aboutness
‘ Common Ground

Figure 1: The role of culture in NLP, illustrated by four
dimensions along which cultures vary, and for which
NLP can be culturally biased: linguistic form and style,
common ground, aboutness, and objectives (values).

Moveover, Culture and Language are strongly correlated. It is important that language specialization is
also a process of adaptation to a particular culture.



Challenges for Specialization



Challenge 1: hallucination issue is more severe
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Challenge 2: expert labelling become more expensive

L

8

ChatGPT and GPT-4 labeling may be higher than Kenyan labelers but not as
good as professional doctors and lawyers.



Challenge 3: the Evaluation Dilemma

Standard evaluation sets may
e Test set leaks
e Some questions do not have standard answers
e Test set does not cover all user paths

GPT-4/Expert Evaluation
e Often requires a vertical expert assessment to do the manual assessment, need to work with
vertical experts
e GPT-4 Occasionally does not satisfy transferability when evaluated: A< B; B<C;C> A



Challenge 4: how to incorporate deterministic rules for verticals
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Solutions
e Soft knowledge inject
Reward model
Plugins
Retrieval augmented generation
Post-processing



Challenge 5: How to pay less domain tax

Possibly neutering some of the generalized knowledge and competencies in
order to learn domain knowledge and domain competencies

e Mix some generic data when training domain data

e Parameter modularization?
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e Domain-Specific Adaptation
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o HuatuoGPT Series

o Future Developments in Healthcare



Domain-Specific Adaptation
A case study Iin HuatuoGPT



Background: Stuck in the neck (£ F) on ChatGPT/GPT-4

©

Not available

OpenAlI's services are not available in
your country.

The U.S. company OpenAl banned access to ChatGPT/GPT-4 from mainland China and Hong
Kong and banned mainland China and Hong Kong from purchasing servers A100 and H100 for
training ChatGPT and GPT-4.

Visit https://chatept.cuhk.edu.cn instead

https://iwww.sec.gov/ix?doc=/Archives/edgar/data/1045810/000104581022000146/nvda-20220826.htm


https://chatgpt.cuhk.edu.cn/

Background: Medical Privacy Impacts National Security

Hnll:[l

Transferring the data of billions of people in China to the servers of U.S. companies will pose a
huge risk to national security.

[1] https://openai.com/policies/privacy-policy
[2] https:/iwww.techgoing.com/softbank-hitachi-and-many-other-japanese-companies-restrict-the-use-of-chatgpt-to-prevent-leaks/



Background: Uneven Medical Resources

Life expectancy in China

With a 50% misdiagnosis rate in township hospitals, how can we help township doctors?



Healthcare is a matter of national concern

In the last three years, China's total health care costs reached 6.6%, 7.1%, and 6.5% of GDP
Inspired by the success of the GPT-4, the significance of the health care megamodel is:

Real-time medical guide inquiry
Triage offline inquiry needs

Intelligent pre-consultation and follow-up
Help with doctor training

Provide health advice around the clock without the
need to wait for a doctor's appointment
Alleviation of medical taboos, e.g. gender issues
Intelligent triage, pre-consultation and follow-up
visits

Public access to healthcare knowledge

oooo
U U0 o

O Reducing hospital congregation and lowering the risk of spreading infectious diseases
Slow down doctor-patient conflicts
0  Alleviate the inequality of medical resources between urban and rural areas, and share high-quality medical

000
'l‘ resources online nationwide




Development of Biomedical LLMs

aFold2  BioBART  PubMedgpr Medical ChatGPT

BioBERT SciBERT ClinicajXLNet Bio-ELECTRA BioALBERT
; " BioGPT FlapPalM

ELMo DNABERT

BN: NS NN 2012 20196 2019.7 2019.10 20203 20205

ELMce GPT BERT GPT2 XLNET RoBERTa TS/BART ELECTRA GPT3 PaLM ChatGPT

20224 2022.12

The vertical domain model usually lags behind the general model
Next, the Medical ChatGPT is coming

Benyou Wang et al. Pre-trained language models in biomedical domain: A systematic survey[J]. ACM Computing Survey.



Development of Biomedical LLMs

[+

ChatDoctor 8 ChatDoctor BenTsao

% BenTsao (%)

- Hcs/::'ln:)jigorm
MedA Ipaca he lpac D

Paa— S octorGLM
Bianque ﬁgg‘*aﬂ é\ MedicalGPT—zh
BianQue T

Instruction Tuning on Medical Dataset

Li et al. 2023. ChatDoctor: A Medical Chat Model Fine-Tuned on a Large Language Model Meta-Al (LLaMA) Using Medical Domain Knowledge.

Han et al. 2023. Medalpaca — an open-source collection of medical conversational ai models and training data.

Singhal K, Tu T, Gottweis J, et al. Towards Expert-Level Medical Question Answering with Large Language Models[J]. arXiv preprint arXiv:2305.09617, 2023.
Wang et al., 2023. Huatuo: Tuning llama model with chinese medical knowledge.

Xiong et al., 2023. DoctorGLM: Fine-tuning your chinese doctor is not a herculean task. arXiv preprint arXiv:2304.01097.



Medical LLMs

The medical LLM is the bridge between doctors and patients

2 o
Patient

Doctor

User: BNEEERRE, REXERMNEBIMRIZE?
Medical LLM:
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(&R EYT%w# ) Generation of Medical Records
( EYT8FRARIE) Interpretation of Indicators
(5% ) Prescription Recommendations
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Medical LLMs

The medical LLM is the bridge between doctors and patients

T NENENENENENRN

—
Patient

(j8]32) Medical Consultation

(& X ET%51) Generation of Medical Records
(EEFTFEHRRIE) Interpretation of Indicators
(&b F7EEY) Prescription Recommendations
(E&EEI) Physician Training

(1(»32&18) Psychological Counseling

Doctor

User:
R|EHNER, M3 2HER. WEZH, SZEEEESENL
7. ATTEFRHRER. ME. BERAE

BEWRE
Egﬁﬁﬂk, 6%, 22[, 8%, TH, ERESEHAFRIRYIER
Medical LLM.
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HRmaKR. KPR (ERRBREHR)
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Medical LLMs

The medical LLM is the bridge between doctors and patients

o ' d Medical LLM ’ )
L — 0 — @l

—
Patient Doctor
Improve efficiency Reduce workload
® Provide 24—hour service (24%7 [a]i2) ® Assisted Medical Diagnosis (#BfiZHT)
® Avoid embarrassment (R ‘FREE") ® Diversion consultation needs (433%[a]i2)
® Learning healthcare knowledge (ZFSJ{REENIR) ® Intelligent pre—consultation (&8EFN42)

@% ® Reduce hospital gatherings and reduce the risk of infectious disease spread
000 ® Alleviate doctor—patient conflicts

N ® Alleviate the unequal medical resources between urban and rural area



HuatuoGPT Series

e HuatuoGPT v1 - A Doctor-Like Medical LLM
e HuatuoGPT v2 - An Expert-Level Medical LLM

HuatuoGPT is a prime example of adaptation in the medical field, demonstrating the progress of Large
Language Models (LLMs) in healthcare.



HuatuoGPT V1

HuatuoGPT, Towards Taming Language Model To Be a Doctor

New version: https://vl.huatuogpt.cn/




Motivation

Give a question: FATF&E

llo
nO

ChatGPT: IrFEALIRIFZARECRAVEIR, BJ8e

BiEENAA, Bk, HTRaEMbEREA=, (ReJL=
AN LR E R 7%

1. AR RERKRE, iLBREHERE.

2. 18K (REBMOKDTERE, EERbK.

3. BB EFHR. ¥R, SEHEY: XLaYInIse

INERTFARE,

4. ZERE: BIHREIRKREGEERIEMETERL

F EOJUAERBERE. ..

Pros: Detailed and helpful.
Cons: Can’t perform like doctors and gives
vague medical responses.

A®l
Doctor: BEFIRNERE? SRIZIAERERIEY?
1ISEZRT?
User: TIEER, B &, KEMFF B A, HEM
G =VI\y)Z: |

Doctor: RAJEER2MIAE X, BEEHTEYFH
S55lEl, M/ EIrhEEMEINSFER, RESD
5|7 B Rk,

Pros: Professional with diagnostic capability.
Cons: Brief, poorly presented replies.




Motivation

Features Aspects ChatGPT Data Doctor Data We expect
Diagnostic ability - High High
Doctor-like Raising questions ability - High High
Expert-level accuracy - High High
Informativeness High - High
Patient-friendly Patience High - High
Presentation quality High - High

We expect a language model to be both Doctor-like and Patient-friendly.



Method

o B o

Real-world Data (from Doctors)
Question ]
A [ Answers

Diagnostic
A®d [ Conversations ]

€ LLM-polished

Hybrid Data 7 SFT
? Role-enhanced
[ Medical ]
0.9 Instructions
- [ Medical ]
Conversations
Distilled Data (from ChatGPT)
’I

______________________________

SFT with Hybrid Data

L T ———— S ———————)

[72]
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- Avl
tog ChatGPT _ Doctor
1 a =
P8 o
i 8
i :
1 ¥
@ o HuatuosPT
i & Doctor-like &
.FTed model & Patient-friendly @
1
i @ Instruction-following @
1
| @ Interactive diagnostic
\\
RL from Mixed Feedback




SFT with Hybrid Data

[ Question Answers } Single-turn

+ ¢ Real-world Data
More Patient friendly € LLM-polished l [ Conagnoste ] Multi-turn
Hybrid Data
More like a doctor = Role-enhanced I —
" dical .
[ oMedeal ] Single-turn
°.°
D Distilled Data
Medical .
[ Convgrsg%ons ] Multi-turn




LLM Polish: Doctor -> ChatGPT

[ Doctor Respond ]
AW

Make it patient-friendly.
(Use LLM to polish the response)

v

b 4 [Patient-FriendIy Doctor Respond }

We use LLM to optimize doctors' responses to make their content more patient-friendly.



Role Enhance: ChatGPT ->Doctor

[ LLM Respond ]

Role-enhanced

"4 (Use doctor prompt)

v

2 [ Doctor-Like LLM Respond }

We prompt the LLM to simulate a doctor, endowing it to be doctor-like.



SFT with Hybrid Data

Real-world Data (from Doctors)

Question
o || D’i‘;‘s":’c‘:ﬁc | 1. SFT (Supervised Fine-Tuning):
aws || Diagnostc The model is trained on both distilled

data and real-world data, allowing it to

LLM-polished
acquire a foundation of abilities that are

Livord Data 1.SFT ‘ both patient-friendly and doctor-like.
.., Role-enhanced SFTed model
[ Medical ]
(] Instructions
[ Medical ]
Conversations

Distilled Data (from ChatGPT)




RLMF

e
2. RLMF (Reinforcement Learning . A®L

from Mixed Feedback): ChatGPT  Doctor

We employ reinforcement learning to

train the model to assimilate the distinct

advantages of distilled data and real +

her min h patient- Y >

data, thereby becoming both patient ‘ S RLMF Huatqu!?T

friendly and akin to a doctor. @ Doctor-like %
SFTed model & Patient-friendly @

Response

3oeqpas

@ Instruction-following @
@ Interactive diagnostic .



RLMF

Here is a conversation history:
Question Ground Truth Question [History]
A ${History}
[End of History]

7 N
’ \
Q @ e *\ @ Q Here is the final question and the standard answer:
7’

, ~ [Question]

¥ ’/’ \\\ %{—/ ${Query}

» N [End of question]
Agreement [Standard answer]
@ > @ [End of standard answer]
B<A Based on the conversation history, user question, and standard
‘ answer, please rate the following two Al responses on a

scale of 1 to 10,considering accuracy, conciseness, and
similarity to the standard answer.

.RM. Please provide the ratings in the following format: "Rating A
LRI, [score]:Rating B: [score]".
4 e )
W [Assistant A]
${Response_A}
‘ [End of Assistant A]

[Assistant B]

gt
[End of Assistant B]

Ouyang et al. Training language models to follow instructions with human feedback[J]. Advances in Neural Information Processing Systems, 2022, 35: 27730-27744.
Bai et al. Constitutional Al: Harmlessness from Al Feedback[J]. arXiv preprint arXiv:2212.08073, 2022.



Training Detail

Our model is implemented in PyTorch using the Accelerate and trlx packages with LLaMA as the base

architecture.
Initialize the model parameters using Ziya-LLaMA-13B-Pretrain.

We leverage ZeRO strategy to distribute the model across 8 * A100 (80G) GPUs for training.

learning rate be—bH process encompasses 16000

batch size 128 learning rate 1e—6

maximum context length 2048 rollout size 64
chunk size 8
epoch 4

KL divergence coefficient 0.1



Evaluation on Single-turn Questions

=
>

Model1 Answer

=—\A\fhich model is better?

Model?2 Answer?2 L3 S48

o
>

Chiang et al. 2023. Vicuna: An open-source chatbot impressing gpt-4 with 90% ChatGPT quality.



Evaluation on Single-turn Questions

[Question]

(CALER M AN ET 6T S8 FRE 2
[Assistant 1]

Responsel

[End of Assistant 1]
[Assistant 2]

Response2

[End of Assistant 2]
[System]

We would like to request your feedback on the two Al assistants in response to
the user question displayed above.

Requirements: The response should act like the doctor using the tone, manner and
vocabulary the human doctor would use. It should be to the point, without
unnecessary elaboration or extraneous information. The description of symptoms
should be comprehensive and accurate, and the provided diagnosis should be the
most reasonable inference based on all relevant factors and possibilities. The
treatment recommendations should be effective and reliable, taking into account
the severity or stages of the illness. The prescriptions should be effective and
reliable, considering indications, contraindications, and dosages.

Please compare the performance of their responses. You should tell me whether
Assistant 1 is 'better than', ‘worse than', or ‘equal to' Assistant 2.

Please first compare their responses and analyze which one is more in line with
the given requirements.

In the last line, please output a single line containing only a single label selecting
from 'Assistant 1 is better than Assistant 2', ‘Assistant 1 is worse than
Assistant 2', and ‘Assistant 1 is equal to Assistant 2.

©

A®d

Diagnosis accuracy (iZHERME) . This aspect evaluates the model's accuracy and
comprehensiveness in diagnosing patient symptoms. Evaluators are provided a set of
medical cases or symptom descriptions and assess the correctness, relevance, and
reasonableness of the model's diagnosis. Comparisons can be made with assessments
made by medical professionals to ensure the model's accuracy .

Treatment recommendation accuracy (FRJTEEUVOETEM) . This aspect assesses the
accuracy and appropriateness of the model's treatment recommendations for patients.
Evaluators are provided a set of medical cases or symptom descriptions and evaluate
whether the model's treatment recommendations align with medical knowledge and
real—world applications that are effective and reliable for the patient's main condition
and problem.

Medication knowledge and prescription accuracy (Z5¥IELRFLAERYE) . This
aspect evaluates the model's understanding of medications and the accuracy of its
prescription recommendations. Evaluators are provided a set of medical cases or
symptom descriptions and assess the accuracy and reliability of the medication
recommendations based on medical knowledge and guidelines.



Evaluation on Single-turn Questions

Single-turn Questions in 10 intents from KUAKE-QIC of CBLUE

Validation Dataset

RIECHT: EAER, FIMTTRERRE
- RERELEXRESEHREAERS?
RENMT: EMER. BEEARRENRE
- BREFRRIETAERN?
BITHR: BABRKR/ER. BUGTREBNTR (KE/FR/AY/17H)
© RUGBREEAXR Ranking By ChatGPT
RERW: EMER/ZR, AEBRERN (R=/L£E)
« BERRZEA4KE?
EREER. B35/0E/IEFREERNEESEE R
- MENBECRNEARSIHPHTA
wiRRR . KRBM (eg: BERRER. BEARREAY) . R, RIUN. BRFHEXRA
o INFEFHIEIRE WRLETR »
ERFR. BRIER/BR/RET/BYNGEE. BREARETESFENARYNS AT RS EFNE Filter by Human

2
e

SR, BABIBORE, MEMTRNGEE, AUXHAGER
- RO 4

W RE/ERI E/
. _i_ a =

BB, P/ FA/ 5B B/ R 100 Questions
C CRmnEE b

< <
< <

Zhang et al. CBLUE: A Chinese biomedical language understanding evaluation benchmark[J]. arXiv preprint arXiv:2106.08087, 2021.



Evaluation on Single-turn Questions

0 Ours Win Tie B Ours Loss e Ours Win Tie s Ours Loss

BenTsao

DoctorGLM

Ziya-LLaMA-13B Ziya-LLaMA-13B

ChatGLM-6B ChatGLM-6B
ChatGPT ChatGPT

GPT-4

0% 0% 40%  60%  80%  100% 0% 20%  40%  60%  80%  100%
(a) GPT-4 Evaluation (b) Doctor Evaluation

Response Comparison of HuatuoGPT with Other Baselines on the Single-turn Question.



Evaluation on Multi-turn Conversation
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Evaluation on Multi-turn Conversation

B Ours Win Tie B Ours Loss 2 Ours Win Tie B Ours Loss

vocurcLy S| vecorcuy I

ziya-LLaMA-3B S S . ziveLLama-sB [ 28
T e
0% 20%  40%  60%  80%  100% 0% 20%  40%  60%  80%  100%
(a) GPT-4 Evaluation (b) Doctor Evaluation

Figure 4: Response Comparison of HuatuoGPT with Other Baselines on the Multi-turn Conversations.

Response Comparison of HuatuoGPT with Other Baselines on the Multi-turn Conversations.
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Steven

Evaluation: Human

# Huatuo Human Evaluation ga_1

ERR: ROKSEEN-LRENENRERTRENEE, KENHTRUSTOEEERS, WERAT/LA:

B, ZR, FARHNENEE TS RE
FERALEBNEHR, BEEOROESN, 596N
. ERUNEENFERE, BHNNE
. EREENTE, R
RRCISAZRE, RO

8 OE: 27, BIRT LBIFONREBBRED, FHARTR, RRELEW?

RRANEE

HAL ERIFNN RS REEO, RETMOMR, SRRt SHHE3| 269,
BFR—£% LRRE:

L RS F R PNREMR S IR R MR, SBBIF BN TE
B, AUREERTERESD TRPNNS LEEARBRAN
%,

2. FBERF R, FERSORKHEIEGEEFHBIEC, X
MR T MEERTERTIONMAT.

3 HAFRRRTENBOLARS HAFREX. HAFRTIRES
BORSKANEO BN RELBTIOWNHIAT,

4. OBRRBAPRR RSB RRFHOBO, NRZHERN
BB, RV M E R TIOWRIAT .

MRERFRANE BURREE T ERTREAAT.
“wHEAELF
ELEMs1H RIEHE: SEA

-

AZsHEE

B8, RUBBARLR, PIRETFE M ASHANRBS RN BN R
X, BUEEYHEMGSEERATORE, MNMTNAHNE, NUER
WISERIUARMATHEE. BN, SUREIRRRIN, BRUR
WA, EFRNRERDE, RERFNEEERNOS, HHTERE
R, MRBEERMLBJORBEESELY, WHENSBROKR. REFE
mE!

- WEBEF

DoctorGLM
Ziya-LLaMA-13B
ChatGLM-6B
ChatGP1

0%

Ours Win Tie
96
42 28
52 14
54 16
20% 40% 60%

(b) Doctor Evaluation

Ours Loss
14 |
30
34
30
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Medical QA Benchmarks

Dataset Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 GLEU ROUGE-1 ROUGE-2 ROUGE-L Distinct-1 Distinct-2
TS5 (fine-tuned) 20.88  11.87 7.69 509 7.62 27.16 9.30 20.11 0.41 0.52
DoctorGLM 13.51 7.10 3.72 200 5.1 22,78 5.68 12.22 0.85 0.96
cMedQA2 ChatGPT 19.21 7.43 3.14 .24 5.06 20.13 3.10 12.57 0.69 0.99
-7 ChalGLM-6B 2490 1274 699 387 849 28.52 %19 18.21 0.68 0.99
Ziya-LLaMA-13B  27.03  13.87 7.48 409 1.77 28.24 7.10 14.81 0.78 0.93
HuatuoGPT 27.39 1438  8.06 455 852 29.26 8.02 15.46 0.74 0.93
TS5 (fine-tuned) 2142 1379  10.06 738 894 31.00 13.85 25.78 0.37 0.46
DoctorGLM 991 5.20 2.78 1.54 4.67 23.01 5.68 11.96 0.84 0.95
webMedQA ChatGPT 18.06 6.74 273 1.09 471 20.01 2.81 12.58 0.65 0.87
g " ChatGLM-6B 2342 12,10 6.73 383 8.4 28.30 6.87 18.49 0.63 0.87
-LLaMa-13B 2216 11.70 653 374 691 2741 6.80 13.52 0.76 0.93
HuatuoGPT 2485 1342 7.72 451 750  28.30 7.72 14.50 0.73 0.93
TS5 (fine-tuned) 26.63 1674 1177 846 1138 33.21 13.26 24.85 0.51 0.68
DoctorGLM 11.50  6.00 3.14 1.69  4.65 22.39 5.47 12.14 0.85 0.96
Huatuo-26M ChatGPT 18.44 6.95 2.87 1.13 487 19.60 2.82 12.46 0.69 0.89
ChatGLM-6B 2446 1275 7.20 413 850 28.44 7.31 18.58 0.67 0.89
Ziya-LLaMA-13B 25.58  13.39 7.46 424 730 28.14 7.18 14.78 0.77 0.93
HuatuoGPT 2742 1484 854 496 8.01 29.16 8.29 15.84 0.74 0.93

Benchmark on Chinese medical QA dataset

Zhang et al. 2018. Multi-scale attentive interaction networks for Chinese medical question answer selection. IEEE Access, 6:74061-74071.
He et al. 2019. Applying deep matching networks to Chinese medical question answering: a study and a dataset. BMC medical informatics and decision making, 19(2):91-100.
Li et al. 2023. Huatuo-26M, a large-scale Chinese medical QA dataset. arXiv preprint arXiv:2305.01526.



Case

User:

EXARK EEASBMLTE?

ChatGPT:
FEARBK EHIM 22 se 2R FLATRE:
1 ﬁ?”ﬁ’] RHEIZIMSEERET S, MEY 5K5 EEiRK CHIMmLz,
PIaNEERRK. MfER. WiRE. XLRRESEIRBAM. DWYIEs. BRFER.
3 EE“IWE SERYFAL,
4 FIRE. KAEYEERRF~m. RAKAREZIREFER, I [RIRETZE, SEmEY K.
INRAMEFRDK EHILMEZ, @ENER—ZRIFWK, NREIFELEINE, SEHFEREMER, MAOTRE. RIEERES, NKREHE. F
B, (RIFIRIEIAE, BRSPS ERSREER.,

HuatuoGPT:

EENRIK, ! BESHEREREEXNTUE, BESEARER, EFENREEREIN T, TeEhZMRES KR, HP=ER
R REIRR T BIR K FARERER, ﬂz‘J u'ﬁffﬁﬂiﬁi%ﬂ}ﬂ&ﬁr I‘ ﬁ?&

T EITRENE, BB AR, S, SRR X

7 EUE%E%F A %J—;Rjjfm{#\ﬁ,!%%ﬂ’]i_lﬁﬂl TR, HET LLM‘”&HT%‘“%%%IE%‘I‘EB%@W MBEEHTEEIGEMIZ]T,
HHIEGEGTIT. FEEERARE!




What HuatuoGPT can do!

fF, RE—\REETRREEACER, BatTiteR, BSUEE S, SaaHARLASRIE?
Hello, | am a large medical language model, please refer to the doctor's advice in any cases because it is currently in the testing stage. How can | help you?

B B8 FEXAN A RB N RN ETICR:

<NA>:

REEEANBRRCTRE, AINEINEERS. IRREAEL FISIRE. thRE. IESBMBRACTHES BIHT T MbERAFAITREINERS. BiE
§flsovuedt100ml, FERHEFOMRER A, FbcEMHT. FAHEX, ZRav. FIETBAMEIR, SBEFRSIIINSET K, EEMHIK. SR, BRIR. IR
MABIERE, A8 MRI—12mmB4EitEl, 8B SFVKSMRETUK. RELER. EBZREBRES N EE. JREHBMEERE(E69), fam=
FHEAOREAEIERR. XERIMSEMEXR—H. RRISE. REKREMMIRR. EaBkRVRENORER. TiRF. BEHILETENE. BIRFAFS
BEY, BERLENRSE. BipnE, FNSEY K, 1BE, IREK, BRIR, B, SiE, SR, BSO8R, 38, SEs, 155,

PR AR T SRR ETCR.




What HuatuoGPT can do!

(o) g
E(EeGPT

R, BE—BEETRROENAEE, BRtTEHER, BUERNE. SR ARLERIR?

Hello, | am a large medical language model, please refer to the doctor's advice in any cases because it is currently in the testing stage. How can | help you?

B R SR A S A TR NI R IR IR & -

<BEIRHRES > FEREBTEXMES Y. ERRNNFRATNYAFELT BMRI, NAFONY, SHRNFRAR, SEasi/sET RIEmmEHG.
=R SHEENRERBR2%R. BHAVREBTKI, RENUBRAMDODIAE. AR AR, EERMETHROMOMNR. KHIREARR
BRMFFBLBLER. FRITRITLENR. /M= RESIMIFFEXEREEKN. RAEBRRERM. BERNGEAIMUISEBRFARTZ

(3/8). REIEAFARIRIRG. ELRIMUBIETE. MRESHE, WIRRALURS. RBESES. B, BRERKT/(RULRISKRE IR,

BRELLRSBINERE. RE$PO. MPAESET. REFRXHGEFEERVE, RAETeiR. BTHFiHTE. SRt

R, -RUFHBENR, TERLXRDD. -BEIMITFEREE, THEIMK. SMIFBIRGHEINE. psMURTEIRER. FERINAERR. RSN
BB RN.

<R AITE NI RHR &>

SR EERBTENREFESHRG, SIERENEBORE SR EENNARITHERG. XL EamTENEEn 43 @ @
2. REREhHE, SENFRIIHEELTeR, MANFIMUFEFBHRT AERERRIA. 1oh, EERRERFKILUR IR
AR FIHAGRG. BIEEEWEELIREE RN %R,




What HuatuoGPT can do!

A FF, RE—MREEFREEIOAER, BaitFERnR, BAERSE. EaatARLERIE?
Hello, | am a large medical language model, please refer to the doctor's advice in any cases because it is currently in the testing stage. How can | help you?

g FEICD-10h, AMEEIRIGEEARAA?

AMBSEAHRMAEE 1CD-10 F#I32EA “Rlh" SKRIPRY "BRBLSIRG" FaY "SR B “ApkE SR8,




What HuatuoGPT cannot do!

24
> i
H{eGPT

7

R, RE—REETEBROEBNOAEE, Bt FNENR, SUERDE. SoatASBRIER?
Hello, | am a large medical language model, please refer to the doctor’s advice in any cases because it is currently in the
testing stage. How can | help you?

53 HARSAREIE? CRTEES 2HA?

SHREREE INERS, SETERTESSESRE, Nk FR. X%, BIEasaas o @
XEEYRAARES, HRREXETa SEHHBRRSNTSR; HARNIESESESHE, =
SISNE, ATFSAHPERENEHERRA, NEEHESTER, HEKiRREERS, B, 1=
BERKERALE, UaHITFERA,

It is sometimes wrong in some medical knowledge -intensive questions!



Knowledge evaluation: CMB
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Evaluation of medGPT (|
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Evaluation of medGPT
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Key Limitations of MedGPT evaluation

Doctors are not competitors for LLM, they could help LLMs and also benefit from doctor

Doctors cannot be replaced, and will not be in the future.



Other Limitations

e Multimodal context missed: Diagnosis of Doctors are based on multimodal content,
instead of being text-only.

e Poor reproducibility: cannot be reused for the next assessment, poor reproducibility.

e Benchmark lottery: it is subjective to select these evaluation aspects that might results
in the benchmark lottery.

e Doctor Labors are "expensive"



Comprehensive Medical benchmark (CMB)
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Overview

Category Subcategory #Subject  # Questions
Physician (E£/ili) Resident Physician (fEBPEi); Licensed Assistant Physician (LI W)BEES ), 81 124,926
Licensed Physician ($1 Ik E£Uill); Associate Professional Physician (11 413 F5);
Advanced Professional Physicians (#2¢{HFF)

Nurse ({/8l) Practicing Nurse (" 12); Licensed Practical Nurse ({"/ili); Charge Nurse (£97§* 8 16,919
ifiy; Advanced Practice Nurse (7 2447y

Technicians (K£+%) Medical Technician (B5 5 1:); Medical Technologist (¥£+7ili); Supervising Technol- 21 27,004
ogist (FFTHIN)

Pharmacist (Z7/ifi) Licensed Pharmacist ({Ik Pi ZjIlifi); Licensed TCM Pharmacist (FUl P #j0ifi); 8 33,354

Junior Pharmacist (#)2¢#jii); Junior Pharmacist Assistant (¥4 #] 1°): Junior
TCM Pharmacist (F/4¢"F Zj0ifi); Junior TCM Pharmacist Assistant (§)2401 %5 1:);
Chief Pharmacists (497 Zjili); Chief TCM Pharmacists (41T P Zlili)

Undergraduate Dis-  Fundamental Medicine (JERliEE*%): Clinical Medicine (/&S *f): Traditional Chi- 53 62,271
ciplines CFFH%14)"  nese (TCM) and Chinese Herbal Medicine (1B 27 L /11 #%); Preventive Medicine
and Public Health (FilB5EE %15 A 3L T14:27)

Graduate Entrance  Integrated Western Medicine (P9 4575); Integrated TCM ("PEEZE{): Political 5 16,365
Exam (%) Science (B(if); Nursing (¥ 8l°%)
Total 28 176 280.839

! We referenced the National Standard Subject Classification of the People’s Republic of China, see https://xkb.pku.edu.cn/docs/
2018-10/20220328083301969071 . pdf. ) ) ) )
Table 1: Statistics of the CMB-Exam Categories, Subcategories, Subjects, and Questions.



Results

WiE 7S 250
Model Froly B EE ok BEym PRl i BEEE ok e ol h i Pk G2l 11
20155 20165 20174 | 20124 20134E 20164 | 20184 20194 2020% | 20185 20194 20204E | 20174 20184 20194 | 20214 20224

GPT-4 4733 48.18 5345 | 5033 53.67 5419 | 7991 7254 7090 | 7483 7311 6835 | 41.07 4371 4798 | 5833  60.00 | 58.70
HuatwoGPT-II(E{E-1T) | 5433 5045 60.34 | 53.00 4967 53.02 | 61.54 5410 5492 | 5367 5021 5046 | 50.60 4731 5202 | 49.58 46.88 | 5248
ChatGLM2-6B 47.00 5045 4397 | 4483 4833 48.14 | 6239 49.18 5287 | 50.11 4853 4564 | 3690 3653 3857 | 3479 3562 |45.52
Baichuan-7B-chat 4200 4409  43.10 | 39.67 4333 41.16 | 5470 4836 4426 | 4276 4265 3945 | 3571 3832 3049 | 3979 40.83 |41.80
ChatGPT 3933 3500 3879 | 3533 3933 3977 | 5940 49.18 4795 | 51.00 4622 4794 | 2381 3054 3139 | 40.00 37.29 |40.72
Spark(fit K) 4333 38.18  39.66 | 3833  38.17 4256 | 5470 44.67 5000 | 5145 4475 4083 | 29.17 2635 3094 | 3500 3438 |40.15
HuatuoGPT(*:{%) 26.00 3091 3276 | 31.33 26.83 30.23 | 3248 33.61 2746 | 3274 2857 3005 | 1845 27.54 25.11 | 2604 27.08 | 28.66
MedicalGPT 2500 2409 2155 | 2633  27.00 2698 | 38.89 29.10 2828 | 3341 3214 26.15 | 2262 2096 2063 | 2479 2479 |26.63
ChatGLM-Med 20.67 23.18 2069 | 21.83 2183 2256 | 3034 2295 2992 | 1849 2038 2477 | 1667 2096 1525 | 2083 2250 |21.99
BenTsao( A7) 2333 2682 1724 | 1900 1950 22.09 | 1838 2459 2746 | 21.60 1891 1812 | 2024 2036 18.83 | 1896 22.08 |21.03
ChatMed-Consult 2000 1727 1466 | 2133 1817 20,00 | 27.78 2131 1926 | 2383 2143 1950 | 1667 1497 1749 | 2229  24.17 | 20.01
BianQue-2( fii i) 3.67 227 3.45 4.17 4.50 3.95 4.70 533 1.64 3.79 5.88 3.67 7.14 4.19 8.97 4.58 438 | 4.49
DoctorGLM 3.00 1.36 3.45 1.83 1.83 2.09 2.56 3.28 1.64 1.56 2.73 1.83 1.79 2.40 2.24 3.12 375 | 2.38
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HuatuoGPT V2

HuatuoGPT-Il, One-stage Training for Medical Adaption of LLMs

New version: https://v2-34b.huatuogpt.cn/



https://v2-34b.huatuogpt.cn/

Motivation

Large language models typically underperform in the medical field because this area of expertise is
particularly challenging to master through standard extensive text pre-training methods. Consequently,
the issue of inaccuracies or "medical hallucination" within these models is a critical concern that

demands immediate attention.

Even GPT-4 experiences significant hallucinatory issues within the medical field.

S5 RAPIILD

SSRSIEE—MABESHR, TURS TN RETEREN. —RERT, 2
SESHBYEERS QIERSHE (Methoxamine) MIEAEEIRS, WA, FEK.
WHEEBIZ, SHRENEESETARTSNENEMBRASIELERE.




Motivation

How can we infuse medical professional expertise to endow general large language models
(LLMs) with expert-level medical capabilities?

Medical Adaption [

[ General LLM ] Medical LLM ]




Motivation

Conventional Two-stage Adaption

Medical Medical
Corpus Instruction
) v A - ) v | -
General LLM ] " Medical LLM gl Medical Chat LLM
1. Continued A Domain Fine

Pre-training Tuning

1. A Extra Model Shift. The continued pretraining phase uses a specialized corpus that is different from the broad
corpus of the original model. This can lead to a notable change in the model's data distribution. Furthermore, the method
of continued unsupervised pretraining is quite different from the later supervised fine-tuning (SFT), introducing two
separate shifts in data distribution. These shifts may result in catastrophic forgetting or reduced performance, as pointed
out in Paper A, where it's noted that some prompt capabilities are lost compared to a single-stage fine-tuning approach.



Motivation

Conventional Two-stage Adaption

Medical Medical
Corpus Instruction
) v A - ) v | -
General LLM ] " Medical LLM gl Medical Chat LLM
1. Continued A Domain Fine

Pre-training Tuning

2, Data Discrepancy. The diverse sources of domain pre-training data present genre and language inconsistencies,
which can affect data quality through punctuation mistakes and ethical issues. These sources contrast sharply with the
concise, formal, and monolingual data usually employed for fine-tuning. Without considering the risk of domain data
contamination in LLMs, it's debatable if specialized pre-training data truly enhances the knowledge base and aids the
successive supervised fine-tuning (SFT) phase. Giving a conclusive response to this is difficult.



Motivation

Conventional Two-stage Adaption

Medical Medical
Corpus Instruction
) v A - ) v | -
General LLM ] " Medical LLM gl Medical Chat LLM
1. Continued A Domain Fine

Pre-training Tuning

3. Increased Complexity. Domain adaptation through a two-step approach, which includes both continued pre-
training and supervised fine-tuning (SFT), adds complexity. It requires distinct stages of data preparation, programming,
and tuning, with each needing thorough validation. This not only increases the workload but also complicates the
prediction of continued pre-training's impact on SFT, making the process more burdensome and resource-heavy.



Motivation

One-stage Adaption

Pretraining & Fine-Tuning
Medical Instruction

[ General LLM } l { Medical Chat LLM ]
Adaption Training

To tackle the two above issues, we propose a simper protocol of domain adaption that unifies the
two stages (further pre-training and supervised fine-tuning) in a single stage.



One-Stage Adapation

Chinese & English Corpus
(1.1TB Data)

Medical Pre-training Instruction
% (M (5252K Items)
Books Web Corpus Domain Data Collection L% [a_:]

= iE Data Unification é] (= O] =\
— (via LLM)
One-Stage

Encyclopedia Medical Literature A
Adaptation —> HuatuoGPT-2

Training
@ o ® @
> —
Medical Question Medical Fine-tuning Instruction

(142K Items) (142K Items)

Through a series of manipulations, we transform the pre-training data to match the fine-tuning data in
language, genre, and training goals. By combining the pre-trained and fine-tuned datasets, we
implement a one-stage training strategy to fully advance the development of HuatuoGPT-II.



Data Collection

Data Source
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Data Collection
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Data Unification

) @Generate text’s Query (

[ Pretraining Text ] " Query }
Rewrite (Unify the
languages and genres)
\ 4 A 4
Content discrepancy detection <« { Answer ]

We employ LLM to generate questions that are answerable based on pretraining text. We then rewrite
this text to align with the desired answers, spanning various languages and genres. Additionally, we
assess whether the answer corresponds to the specific location within the pretraining text.



Data Unification

Language Type of Data #Data Source
Web Corpus 640,621 Wudao, Common Crawl
Chinese Books 1,835,931 Textbook
Encyclopedia 411,183 Online Encyclopedia !
Literature 177,261 Chinese Literature
Web Corpus 394,490 C4
Enelish Books 719,187 Textbook, the_pile_books3
& Encyclopedia 147,059 Wikipida
Literature 878,241 PubMed

Table 1: Summary of the Pretrained Data



One-Stage Training
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Data Sampling Integration of two-type data

After unifying the data, we fuse the data for joint training. A unified data sampling strategy was
established to allow the model to gradually transition from knowledge learning to fine-tuning
for data adaptation. In addition, we standardized all hyperparameters, choosing a moderate
batch_size and learning rate.



One-Stage Training

— 1st Stage: Pre-training
— 2nd Stage: Fine-tuning
1.8 T I

) HuatuoGPT-II (7B) 20
2.00 ~— One Stage

1.6 i | (|

Loss
i
N

Loss

o

0 5000 10000 15000 20000 25000 30000 35000 0 5000 10000 15000 20000 25000 30000 35000 40000
Step Step
Loss within One Stage Loss within Two Stage

During the one-stage training, a blend of pre-training and fine-tuning data is utilized, with an
established protocol for sampling priorities and iterations. Key hyperparameters, including
batch size and learning rate, are harmonized to facilitate a more seamless adaptation. This
strategy has been empirically validated to enhance learning outcomes.



Results

Medical Benchmarks

Model MedQA MedMCQA CMB CMExam MMLU$ CMMLUO —C_Evald)
DISC-MedLLM 28.67 - 32.47 36.62 - - -
HuatuoGPT 25.77 31.20 28.81 31.07 3491 33.23 36.53
Llama2-7B-Chat 30.79 37.32 24.81 25.05 45.68 31.02 26.40
Llama?2-13B-Chat 36.68 39.66 26.51 26.60 50.67 32.64 31.47
ChatGLM2-6B 24.98 33.33 4241 43.55 40.94 43.87 47.20
ChatGLM3-6B 28.75 35.91 39.81 43.21 47.21 46.97 48.80
Baichuan2-7B-Chat 33.31 38.90 46.33 50.48 50.29 50.74 51.47
Baichuan2-13B-Chat 39.43 41.86 50.87 54.90 56.31 52.95 58.67
Qwen-7B-Chat 33.46 41.36 49.39 53.33 53.88 54.65 52.80
Qwen-14B-Chat 42.81 46.59 60.28 63.57 61.69 64.55 65.07
ChatGPT (API) 52.24 53.60 43.26 46.51 69.96 50.37 48.80
HuatuoGPT-II (7B) 41.13 41.87 60.39 65.81 51.44 59.08 62.40

HuatuoGPT-II (13B) 45.68 47.41 63.34 68.98 54.00 61.45 64.00




Results

The United States Medical Licensing
Examination (USMLE)

Chinese Medical Licensing Examination (MCMLE)

Stagel Stage2&3 | Average Score
Models 6308 (948) (11456)
HuatuoGPT 28.68 28.38 28.54
ChatGLM2-6B 31.72 32.45 32.05
ChatGLM3-6B 33.39 32.49 32.98
Baichuan2-7B-Chat 38.11 37.32 37.76
Baichuan2-13B-Chat  44.99 4557 45.25
Qwen-7B-Chat 40.90 36.09 38.73
Qwen-14B-Chat 48.73 42.45 45.90
Llama2-7B-Chat 35.18 35.89 35.50
Llama2-13B-Chat 40.55 39.73 40.18
ChatGPT (API) 57.04 56.27 56.69
HuatuoGPT-II(7B) 45.72 44.45 45.15
HuatuoGPT-II(13B) 47.34 49.37 48.25

Traditional Chinese Medicine Clinical
(HE) [([323)
Assistant Physician Pharmacist Assistant Physician Avg.
Model (Bl By i) (B EE i) (Z4li) (Bl By B ) (Bolk i)
2015 2016 2017 | 2012 2013 2016 | 2017 2018 2019 | 2018 2019 2020 | 2018 2019 2020
(300) (220) (116) | (600) (600) (430) | (168) (167) (223) | (234) (244) (244) | (449) (476) (436)

HuatuoGPT 260 309 328 | 313 268 302| 184 275 251 | 325 336 275 | 327 286 301|289
DISC-MedLLM 383 41.8 267 | 362 387 351| 250 222 220 | 492 361 418 | 414 36.6 358|351
ChatGLM2-6B 47.0 505 440 | 448 483 481 369 365 386 | 624 492 529 | 50.1 485 456|469
ChatGLM3-6B 457 450 500 | 463 458 465 423 281 354 | 509 488 439 | 41.7 439 43.6| 439
Llama2-7B-Chat 240 223 233 | 272 260 223| 173 234 206 | 291 299 279 | 258 273 252|247
Llama2-13B-Chat 23.0 268 241 | 270 278 254| 214 270 211 | 299 295 275 | 265 290 257|261
Baichuan2-7B-Chat 573 573 586 | 557 585 579| 417 419 457 | 61.1 557 553 | 51.0 53.6 500|534
Baichuan2-13B-Chat | 647 582 629 | 617 615 633 | 542 389 484 | 662 648 631 | 659 588 61.5|59.6
Qwen-7B-Chat 547 559 56.0 | 527 535 544 440 335 430 | 688 639 578 | 606 576 541|540
Qwen-14B-Chat 653 632 672 | 648 633 679 548 491 525 | 748 750 693 | 737 697 68.8| 653
ERNIE Bot GC0—8) | 733 663 733 | 700 718 66.7| 559 503 60.0 | 782 770 77.5 | 66.6 70.8 74.1| 68.8
ChatGPT (API) 46.0 364 414 | 367 385 405 321 281 300 | 633 578 537 | 537 525 b51.8| 442
GPT-4 (API) 473 482 535 | 503 537 542 41.1 437 480 | 799 725 709 | 748 731 684 |58.6
HuatuoGPT-1I (7B) 671 652 675 | 679 674 649 53.0 467 51.0 | 709 732 69.4 | 688 665 67.7| 645
HuatuoGPT-II (13B) | 703 700 716 | 71.0 692 70.2| 565 521 547 | 731 76.6 70.1 | 728 689 722 68.0




Results

Automatic Evaluation

HuatuoGPT-II Win Rate Win Tie Fail HuatuoGPT-II Win Rate Win Tie Fail
HuatuoGPT-1I(7B) vs HuatuoGPT-II(13B) 39 22 39 HuatuoGPT-1I(7B) vs HuatuoGPT-II(13B) 41 13 46
HuatuoGPT-1I(7B) vs GPT4 58 21 21 HuatuoGPT-11(7B) vs GPT4 62 15 23
HuatuoGPT-II(7B) vs ChatGPT 62 18 20 HuatuoGPT-II(7B) vs HuatuoGPT 67 15 18
HuatuoGPT-II(7B) vs Baichuan2-13B-Chat 64 14 22 HuatuoGPT-II(7B) vs ChatGPT 69 14 17
HuatuoGPT-1I(7B) vs ChatGLM3-6B 75 11 14 HuatuoGPT-II(7B) vs DISC-Med LLM 73 15 12
HuatuoGPT-II(7B) vs Baichuan2-7B-Chat 75 7 18 HuatuoGPT-II(7B) vs Qwen-7B-Chat 75 12 13
HuatuoGPT-II(7B) vs DISC-Med LLM 80 8 12 HuatuoGPT-1I(7B) vs Baichuan2-13B-Chat 75 11 14
HuatuoGPT-II(7B) vs Qwen-14B-Chat 82 7 6 HuatuoGPT-II(7B) vs ChatGLM3-6B 76 10 14
HuatuoGPT-1I(7B) vs HuatuoGPT 87 7 6 HuatuoGPT-1I(7B) vs Baichuan2-7B-Chat 84 7 9
HuatuoGPT-II(7B) vs Qwen-7B-Chat 89 6 5 HuatuoGPT-II(7B) vs Qwen-14B-Chat 79 9 12

Single-round Medical Question

Multi-round Medical Dialogue



Results

CMB-Clin

Model Fluency Relevance Completeness Proficiency | Avg.|
GPT-4 4.95 4.71 4.35 4.66 4.67
HuatuoGPT-II (7B) 4.94 4.56 424 4.46 4.55
L—3F 4.92 4.53 4.16 4.55 4.54
ChatGPT 4.97 4.49 4.12 4.53 4.53
HuatuoGPT-II (13B) 4.92 4.38 4.00 4.40 4.43
Baichuan2-7B-Chat 4.93 441 4.03 4.36 4.43
Qwen-14B-Chat 4.90 4.35 3.93 4.48 441
Qwen-7B-Chat 4.94 417 3.67 433 4.28
Baichuan2-13B-Chat 4.88 4.18 3.78 427 4.28
ChatGLM3-6B 4.92 411 3.74 423 4.25
ChatGLM2-6B 4.89 3.97 3.72 422 4.20
HuatuoGPT 4.89 3.76 3.38 3.86 3.97
DISC-MedLLM 4.82 3.24 2.75 3.51 3.58




Results

Expert Evaluation

HuatuoGPT-II Win Rate Win Tie Fail
HuatuoGPT-II(7B) vs GPT-4 38 38 24
HuatuoGPT-II(7B) vs ChatGPT 52 33 15
HuatuoGPT-II(7B) vs Baichuan2-13B-Chat 63 19 18
HuatuoGPT-II(7B) vs HuatuoGPT 81 11 8

Single-round Medical Question

HuatuoGPT-II Win Rate Win Tie Fail
HuatuoGPT-1I(7B) vs GPT-4 53 17 30
HuatuoGPT-II(7B) vs ChatGPT 56 11 33
HuatuoGPT-II(7B) vs Baichuan2-13B-Chat 63 19 18
HuatuoGPT-II(7B) vs HuatuoGPT 68 6 26

Multi-round Medical Dialogue



Results

2023 Pharmacist Licensure Examination (Pharmacy) | 2023 Pharmacist Licensure Examination (TCM)
Model Optimal Matched Integrated Multiple | Total | Optimal Matched Integrated Multiple | Total | AVG
Choice Selection Analysis Choice | Score | Choice Selection Analysis Choice | Score
DISC-MedLLM 222 26.8 233 0.0 22,6 24.4 323 15.0 0.0 249 238
HuatuoGPT 25.6 25.5 233 26 234 241 26.8 31.6 75 249 | 242
ChatGLM2-6B 37.0 36.8 25.0 31.7 35.3 331 37.3 35.0 373 33.7 | 345
ChatGLM3-6B 39.5 39.1 10.5 0.2 34.6 31.8 382 25.0 20.0 329 | 338
Qwen-7B-chat 438 46.8 333 18.4 419 40.0 432 33.3 17.5 38.8 | 404
Qwen-14B-chat 56.2 58.6 417 211 52.7 51.3 51.0 27.5 41.7 479 | 503
Biachuan2-7B-Chat 51.2 50.9 30.0 2.6 44.6 48.1 46.0 35.0 7.5 421 434
Biachuan2-13B-Chat | 43.8 52.7 36.7 7.9 44.2 41.3 46.4 43.3 15.0 417 | 43.0
XL—F 45.0 60.9 36.7 237 49.6 53.8 59.1 38.3 20.0 515 | 50.6
ChatGPT(API) 45.6 441 36.7 13.2 41.2 344 323 30.0 15.0 31.2 36.2
GPT-4(API) 65.1 59.6 46.7 15.8 57.3 40.6 427 33.3 17.5 38.8 | 48.1
HuatuoGPT-1I(7B) 419 61.0 35.0 15.7 47.7 52.5 51.4 41.7 15.0 475 | 47.6
HuatuoGPT-II(13B) 475 64.1 45.0 237 52.9 48.8 61.8 45.0 17.5 51.6 | 523
HuatuoGPT-11(34B) 66.3 750 48.3 34.2 65.5 63.6 71.4 50.0 27.5 62.5 64.0

In the interest of fairness, we have gathered the exam questions from the 2023 China National
Pharmacist Licensing Examination, which began on October 21, 2023. This date is earlier than both the
release of our assessment model and the finalization of data collection by HuatuoGPT-Il on October 7,
2023.



One Stage Vs. Two Stages

= One-Stage Adapation
= Two-Stage Adapation
= Only Fine-tuning

8

7

69.0%

A% 61.5%
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Acc. in Acc. in Acc. in Win Rate Win Rate
USMLE 2023 Examination 2023 Examination (vs. ChatGPT) (vs. ChatGPT)
(Pharmacist) (TCM) in Single-Round in Multi-Round

Figure 8: The comparison results of One-Stage Adaptation and Two-Stage Adaptation. "Only Fine-
tuning" refers to the model that only fine-tunes the backbone directly. The evaluation methods

and datasets mentioned earlier are adopted here, where Win Rate is the result scored by automatic
evaluation using GPT-4.



Cases

User:

S5 REHARBRRIALSD

GPT4:
SHRSIRR—MPAEHFEF, SHRESTUEFFIRREmERE . —hiRE,
T, EFRFHENFEERSCIERSEAEE (Methoxamine) FOEftHAEEI D, 07k
ﬁ\ fRRRM, #4ERB1IE, £1REIEEER T AT MEFIEMEARARFIEIE
5.

HuatuoGPT-Il:
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Cases

User:
BEitRERHA

GPT4:
"BEERE MRISEREN LT, REHMEIS Y. EEERGE— MNAREFHINENS, BETYRTREFH—NER

IAEEAEIE.

ChatGPT:

BAfERRRE (AksaiChin)@FIFMAIIEX S, WhHE. ENEMEEIMEZENMTEN., XMXATFHEASPINFEEES/RER

IIJX_I‘ f@rﬁﬁgéﬁmﬁﬁkfﬂi&zL‘,USZE%Hﬁiﬁﬁ’\ﬁ%fﬂ:mb%—Efﬂﬁ,ﬁﬁiﬁimlzzrﬂo BhieREiIEUEIFRE R, DESERDEN
PR MmIEA.

HuatuoGPT-II:

ERHRERTE (Oxycodone) 2—fEEHIM 8RR, FTERTATTPERIEENRR. AT EE I NARAYM 552K
KRR, XS EEEET AR NETET.

%Hﬁﬁﬁ%&@iggﬁﬁr‘ ZHINF, BERTAGER. EERRE. BUEREE. A, RTEENERENR, RiftREthanse
WA, SEEREEIRE. ..



Future Developments in Healthcare



Multi-modal HuatuoGPT

— IIIFw —
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Is this a skin allergy?
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‘)3 : w | Medical LLM

Indicators
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J

See a demo for a multi-modal LLM in http://123.57.133.182:51003/



http://123.57.133.182:51003/

Medical Agent

Calendar()

Short-term memory

Long-term memory

Calculator()

CodeInterpreter()
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Search ()
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LLM + memory + planning + tool using
https://lilianweng.github.io/posts/2023-06-23-agent/

Self-critics

Chain of thoughts

Y

Subgoal decomposition




Chain of diagnosis

ask about ‘condition

Locally

&)) B Medical LLM

Doctors know what they are doing and what they should do.




Policy

Privacy issue:

Research version: use public data
In—hospital version: deploy and even train
models within a hospital (how to share
data among different hospitals? )

Doctor error

Ethic issue:
Doctors: serve doctors first then patients;
Patients: be careful to provide services to patients

A 28 R, RE B & 47



LLanguage-Specific Adaptation
A case study of AceGPT



Background of Arabic LLMSs



Timeline of Democratizing ChatGPT

English LLMs

ShareGPT

Arabic LLMs

By United Arab Emirates

Ut
JAIS
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Two ways

e Trained on translated data
o Larger scale and easily-accessible

e Trained on native data
o Smaller scale



What’s Localization Issues?

e Entities

User:
TEE sl lasdly SN o e
(Who are the famous writers and poels in history?)

Jais-13B ChatGPT:
Western? Arabic? Py ells B el 200 ‘-f_).,,:ll datlly SO el Sha |y e e 201 t-f_)?:ll Dty LB e sl s
o el f’:l:)t S t}:-l;' O geaif s h_}:-J;\' Onhea gm0 a3 Ja-l, i_l',}l.?‘"\ﬂ il L_; b r.'n.r-l Snin A I:;,.}lirl I e
CoRF sy e pads b Jaets o Fap Sl 0 0sms | ,,:.i,‘L_;url N Y- RS kel
Slaale Oamac Syagag plliaa e S Au e | Gl

D S S RO (16 L
Table 1: Proportion of Arabic Entities in Responses to 20 Sample Arabic Questions

Types of entity | Jais-13B Turbo GPT-4 AceGPT (ours)
Person 12.00% (3/25) " 26.67% (12/45) 39.29%(22/56) 50.00% (31/62)
Location 18.75% (3/16) 27.08% (13/48) 21.62%(16/74) 28.95% (11/38)

125 person names in Jais-13B responses are identified and 3 are Arabic names.

ST QB b el ey c0¥ by Bl JE ey (s S

NN
(There are ... 1. William Shakespeare: ... 2. Goethe:
... 3. Homer: ... 4. Dante Alighieri: ... 5. Charles
Baudelaire: ... 6. William Wordsworth: ... 7. John
Milwon... 8. Robert Frost: ... 9. George Bernard
Shaw... 10. Naguib Mahlouz: An Egyptian writer
o)

Sengupta, Neha, et al. "Jais and jais-chat: Arabic-centric foundation and instruction-tuned open generative large language models." arXiv preprint arXiv:2308.16149
(2023).



What’s Localization Issues?

e Culture and values

Islam? Christianity?

(What are the holy books, saints, and holy places?)

Tl LA ity Loadll Ll s b

Jais-13B:
ol i g LA pesadl e degeg ga il LB
A lotle ol Ggmn il G gl el aa & sl ]
SUH L o 5 o cnslS dons p UL K8 256
S P e G am 15 e 2K o) i oo Sy o Lol
bl iy
( The Bible is a collection of religious texis that are
considered sacred by Christians. Saints are holy peo-
ple who are considered 1o have lived exceptionally
virluous lives and are veneraled as saints by some re-
ligions. Holy places are sites considered sacred or
consecraled by some religions, such as churches and
temples And mosques.)

ChatGPT: .
Ay oyl 5 0 L g gl iy L il L
A bl Ty Losdh 3 el ot § 3 A
N Ty sl sl Bl Rl s Ll L
Suslly £y Ay s Jutly sapdl il LB e J581 2]
el sl o 005 el ol GBI sl 2y sadly
s 5 B b e sl gl ) aelly G353
S say ¢ o S GLAN LN LA ey )l Byl Byl
PR CUOTE = Ve PE [ SR ION o |
ST R P S I U e L=
fS el o)y i Y Oyt bl S
Ladll o T ,ll 0da lofie 0 ol aEm il Slagallly Cpeegadl
ot A TUYI e il LT Lty ) ey (gt
L 2 a2l ol WY el e Lo B 5y 2
Lagotill Ll gty ol 3 g Al WD oLy g 3 5
(ol sl 3 o sl (il ly o oy 5 B0
(... In the three monotheisiic religions (Judaism,
Christianity, and Islam), the holy books are: Judaism:
The Torah (Old Testament) ... Christianily: The
Christian Bible consists of the Old Testament (Torah)
and the New Testamenl. ... Islam: The Holy Qur’an,
which is the holy book of Muslims and is believed
Lo be a revelation [rom God o the Prophet Muham-
mad.... Prophet Muhammad... the Kaaba in Mecca
(Islam), the Western Wall in Jerusalem (Judaism) ...
Bethlehem (Christianity), and Al-Agsa Mosque in
Jerusalem (Islam).)




Why Jais has localization issues?

1. Distribution gap in instruction
Table 3: Top 5 names of individuals, organizations, and geopolitical entities (GPE) by frequency.

Dataset | Top-5 Person | Top-5 Organization | Top-5 GPE
Alpaca John, John Smith, Alice, Apple, Amazon, Google, United States, India, New York,

Mary, Harry Potter

Microsoft, ABC

France, China

Evol-Instruct

John, John Smith, Harry Potter,
Alice, Bob

Apple, Amazon, quantum,
Google, Microsoft

United States, New York,
Los Angeles, San Francisco,
Japan

ShareGPT

Di Maria, Messi, Beckhaus,
Eco, Clara

Tribunal, Google, Council,
Bing, Supreme Court

United States, Argentina, France,
New York, Hong Kong

2. Distribution gap in response
o Entities
o Culture and values



AceGPT



Overall Pipeline

e Localized pretraining: continual pretraining with Arabic data

e Localized instruction tuning: with localized instructions and localized
responses

e Localized RLAIF: with localized preference data and localized queries

Llama2 —1 Pretraining I—»l '”?ﬂﬁ%’” I—»l RLAIF |——> AceGPT-chat




Localized Pretraining



Localized Pretraining

® Backbone: Llama2-7B, Llama2-13B
® Arabic Data
O  Open-source Arabic text 2022 (from public Arabic web data)

7B 13B
oo ol
Arabic 19.2B Arabic 6B
English 10.8B English 4B
Total 30B Total 10B

® How about enlarging pretraining corpus?
O  Learn more Arabic culture and values o
o  Gain may decrease as data increases Limited by resource

Data: https://data.baai.ac.cn/details/ArabicText-2022



Localized Pretraining

® Tokenizer

Llama2 Vocabulary Simple Inefficient decoding
(=40 tokens, character-level)
Shorter context

Why not add new vocabulary? What'’s the challenge?

Model collapse: most of tokens fail to find a trained embedding! Loss increases dramatically

loss
— datav3-llama-pretrain — with_new_vocabulary



Localized Instruction Tuning



Localized Instruction Tuning

e Localized questions

Table 3: Top 5 names of individuals, organizations, and geopolitical entities (GPE) by frequency.

Dataset | Top-5 Person | Top-5 Organization | Top-5 GPE
Alpaca John, John Smith, Alice, Apple, Amazon, Google, United States, India, New York,

Mary, Harry Potter

Microsoft, ABC

France, China

Evol-Instruct

John, John Smith, Harry Potter,
Alice, Bob

Apple, Amazon, quantum,
Google, Microsoft

United States, New York,
Los Angeles, San Francisco,
Japan

Di Maria, Messi, Beckhaus,

Tribunal, Google, Council,

United States, Argentina, France,

ShareGPT Eco, Clara Bing, Supreme Court New York, Hong Kong
_ ) oA European Union, Google o T
Quora Prophet, Mohammed, Adam, Muslim Brotherhood. Egypt., Turkey, Saudi Arabia,

Hijri, Ali

Soviet Union, United Nations

Morocco, America




Localized Instruction Tuning distilled from GPT-4

e Localized responses

Table 4: GPT-4 answers culture-relevant questions differently across languages. Questions here are
the same in semantics but differ in languages. The Arabic response is translated into English (right).

Question in English:

Is it forbidden for a woman to confess her love to a
man?

GPT-4: No, it is not forbidden for a woman to
confess her love to a man. Society and social
norms have evolved greatly over the years, and it
has become incr‘casing]x common and accepted for
women to express their feelings and intentions to-
ward men, just as it is for men to do so toward
WOomen...

Question in Arabic:
T U s B0 GRS Ol pA e o

GPT-4: (In Islam, it is not necessarily considered
haram for a woman to express her feelings towards
a man, but it must be done decently and respectfully
and in_accordance with Islamic teachings. 1slam en-
courages modesty_and chastity, and therefore both
men and women must display decency and good
morals in their dealings. If a woman wants to ex-
press her feelings, she can do so directly or through
an intermediary, such as her family...)

Western culture and values

Arabic culture and values

GPT-4 is well aligned with Arabic-specific culture and values



Evaluation (Single-Turn Only)

1_ Collect BN tnnire fram a hnnle ahniit Arahie criltiira and valiiac

Table 17: Topics for ACVA construction

Country

Algeria, Bahrain, Comoros, Egypt modern, Irag, Jordan, Kuwait,
Lebanon, Libya, Mauritania, Morocco, Oman, Palestine, Qatar, Saudi
Arabia, Somalia, Sudan, Syria, Tunisia, United Arab Emirates, Yemen

Civilization Relation

Influence From Ancient Egypt, Influence From Byzantium, Influence
From China, Influence From Greece, Influence From Persia, Influence
From Rome, Mesopotamia civilization

Science and Humanity

Arabic Astronomy, Arabic Math, Arabic Medicine, Arabic Physics and
Chemistry, Arabic Literature, Arabic Music, Arabic Philosophy, Arab
Empire, Arabic Architecture, Arabic Art, Arabic Calligraphy, Arabic
Geography, Arabic History, Arabic Language Origin

Manners and Religion

Arabic Ceremony, Arabic Clothing, Arabic Culture, Arabic Food, Ara-
bic Funeral, Arabic Ornament, Arabic Wedding, mindset, Special Ex-
pression, daily life, Influence From Islam, Islam branches and schools,
[slam Education, Islamic law system

2. Promg

3. Hire native speakers to revise a subset



Localized RLAIF



Localized RLAIF

To better align Arabic culture and values
® Preference data: 40K Quora questions + fine-tuned AceGPT response pairs + labeling

Why do people avoid talking about the Day of Jud ent?

.. Religious cultures often hold bellefs about

.. beliefs and ideas about the Day of
Judgment vary greatly among differe



Localized RLAIF

To better align Arabic culture and values
® GPT4-labeling

[Instruction]
instruction

[Responsel |
response 1 ‘ ‘ Responsel/Response2

[Response?2]
response 2

[System]

A good response should be relevant, accurate, helpful, and have enough details.
Also, it should follow arabic culture, customs, beliefs and laws.

Which is better, Responsel or Response2?

Do not explain your answer, just output Responsel or Response?2.



Localized RLAIF

POSition biaS: Result is determined by the position!

|Instruction|
instruction

[Responsel |
response A

Respons] ‘ ‘ response A is better
response

[System]

A good response should be relevant, accurate, helpful, and have enough details.
Also, it should follow arabic culture, customs, beliefs and laws.

Which is better, Responsel or Response2?

Do not explain your answer, just output Responsel or Response2.

|Instruction|
instruction

[Responsel |
response B

o2l ‘ ‘ response B is better

[System]

A good response should be relevant, accurate, helpful, and have enough details.
Also, it should follow arabic culture, customs, beliefs and laws.

Which is better, Responsel or Response2?

Do not explain your answer, just output Responsel or Response2.



Localized RLAIF

Pearson Correlation to natives (800 pairs): 0.60 — 0.84

Get the position-consistency preference data: 40K — 12K

|Instruction|
instruction

[Responsel |
response A

Respons] ‘ ‘ response A is better
response

[System]

A good response should be relevant, accurate, helpful, and have enough details.
Also, it should follow arabic culture, customs, beliefs and laws.

Which is better, Responsel or Response2?

Do not explain your answer, just output Responsel or Response2.

|Instruction|
instruction

[Responsel |
response B

VAN

A4

Consistent!

o2l ‘ ‘ response A is better

[System]

A good response should be relevant, accurate, helpful, and have enough details.
Also, it should follow arabic culture, customs, beliefs and laws.

Which is better, Responsel or Response2?

Do not explain your answer, just output Responsel or Response2.




Localized RLAIF

® Preference data: 12K Quora pairs + 12K open-source English pairs = 25K

for generalization (follow Llama2)

® The data set is too small!
(3,000K in Llama2-chat ...)



Localized RLAIF

® Reward model: initialize from Ziya (Open-source Chinese reward model)

val_acc
= gquora_os_25K-Be-G-gptd-ziya = quora_os_25K-Be-6-gptd

200 300 400 500 600

Something transferable across languages! e.g. general world knowledge and punctuations

capture both general instruction-following and Arabic cultural and value preferences (see details in the paper)

Ziya: https://huggingface.co/IDEA-CCNL/Ziya-LLaMA-7B-Reward



Localized RLAIF

® PPO: new 30K Quora gquestions

o Improve both instruction-following capabilities and Arabic cultural and value alignment

Table 13: Experiments with/without RLAIF on Arabic Vicuna-80, Arabic AlpacaEval and ACVA.

Automatic evaluation Human Evaluation (vs. Turbo)
Comparison Arabic Vicuna-80 Arabic AlpacaEval| ACVA |[win  tie loss  win or tie
AceGPT-7TB-chat (w/o RLAIF) [92.01% £ 1.3%  91.35% + 0.08% |42.48%{|27.5% 29.2% 43.3% 56.7%
AceGPT-7B-chat 94.82% + 0.2%  93.81% + 0.1% 69.60%{(27.5% 32.9% 39.6% 60.4%
AceGPT-13B-chat (w/o RLAIF)[95.14% + 1.0%  93.05% + 0.2% T4.18%|[19.6% 37.5% 42.9% 57.1%
AceGPT-13B-chat 100.88% + 0.4% 97.95% + 0.1% 74.709%| 16.3% 57.1% 26.7% 73.3%

We don’t explicitly train on similar data!



Overall Performance of AceGPT



| ocalization Evaluation

e Arabic Cultural and Value Alignment (ACVA)
o 8000 Yes-No questions

o 50 topics
Algeria Algeria is located in a geographical desert Yes
region.
Daily life In Arab customs, it is preferred to avoid eating Yes
in front of children during fasting
Communicatio In Arab culture, it is permissible for men and No

n women to sit in the same rows in public places



Localized Pretraining improves Localization

Table 11: Ablation of Pe-training.

Size Model F1 on ACVA

7B LLaMA?2 51.44%
AceGPT-base 68.28%

(3B LLaMA2 65.67%

AceGPT-base 76.23%




Localized RLAIF improves Localization

® PPO: new 30K Quora gquestions
o Improve both instruction-following capabilities and Arabic cultural and value alignment

Table 13: Experiments with/without RLAIF on Arabic Vicuna-80, Arabic AlpacaEval and ACVA.

Automatic evaluation

Human Evaluation (vs. Turbo)

Comparison

Arabic Vicuna-80 Arabic AlpacaEval

ACVA

|win tie loss  win or tie

AceGPT-7B-chat (w/o RLAIF)
AceGPT-7B-chat

02.01% = 1.3%  91.35% £ 0.08%
94.82% + 0.2%  93.81% + 0.1%

42.48%
69.60%

27.5% 29.2% 43.3% 56.7%
27.5% 32.9% 39.6% 60.4%

AceGPT-13B-chat (w/o RLAIF)
AceGPT-13B-chat

95.14% = 1.0%  93.05% = 0.2%
100.88% + 0.4% 97.95% + 0.1%

T4.18%
74.709%

19.6% 37.5% 42.9% 57.1%
16.3% 57.1% 26.7% 73.3%

We don’t explicitly train on similar data!



Overall Performance

® Results on Vicuna-80, AlpacaEval, and ACVA: see the details in paper

® Towards localization issues

Table 1: Proportion of Arabic Entities in Responses to 20 Sample Arabic Questions

Types of entity  Jais-13B Turbo GPT-4 AceGPT (ours)
Person 12.00% (3/25) ! 26.67% (12/45) 39.29%(22/56) 50.00% (31/62)
Location 18.75% (3/16) 27.08% (13/48) 21.62%(16/74) 28.95% (11/38)

! 25 person names in Jais-13B responses are identified and 3 are Arabic names.




Overall Performance

® Towards localization issues

User:
Tl sl ehmtlly S oa
(Who are the famous writers and poets in history?)

AceGPT-7B-chat . i
5 e Ky Jlall § mlly W g 5 s it o) Tt T 7 s i 0 20§ el iy S ) e
Ul ble o flr oy ey Sty ey e BRIl et ST e L el e gy e Syl S s
e ] Byl oL 0k Gy o LR Sl G ol Bl o ple e sl e gy ol Lty a2y s IE
e s i Iyl legit L elad) ) iy B e g gy IE e g ) il ek
Dyt Ol oy B8 Uy ey om Ay s et vy Bandd andd 0Ky ) tgindyt 3 1 Gl by u el O Ay 4 B8 e
WL G apte G by Cyaldy oL solbte b i op Baengll e Dy Jly i) UL G apta s Opldy 36 L
U8y el gl gy e 3 gl Ll bl il e e e e s e am ta g e DR D a2l
EE G oA el GBS el g R a0l el 5y A GL il e pta
(There are many famous writers and poets in history, but unfortunately, it is difficult to provide
a comprehensive list of all of them due to the diversity of literature and poetry in the world. But
we can mention some Well-known names such as 1. William Shakespeare: A famous English
poet and playwright knew for his immortal works such as “Romeo and Juliet” and “Macbeth™. 2.
Gabriel Garcia Marquez: A famous Colombian writer, novelist, journalist, and political activist
He is known for his novels “One Hundred Years of Solitude™ and “Love in Times of Cholera™.
3. John Milton: A famous English poet and philosopher knew for his poem “Paradise Lost™. 4.
Fructius Mahler: Writer And a famous French philosopher are known for his novel “The White
Doha”. 5. Naguib Mahfouz: A famous Egyptian novelist and short story writer known for his
novels “Between the Two Palaces” and “The Palace of Longing™. 6. Leo Tolstoy: A famous Rus-
sian novelist and short story writer known for his novels “War and Peace” and “Anna Karenina™.
7. Jean-Paul Sartre: A famous French writer and philosopher known for his philosophical and
fictional works such as “Loneliness™. 8 Gibran Khalil Gibran: A famous Lebanese poet, philoso-
pher, and critic known for his poetic and prose works such as “The Prophet”. 9. Muhammad
Hassan Ajami: A famous Egyptian poet known for his novels “Love in the Time of Cholera™ and
“Black Suits You.” 10. Thomas Mann: A famous German poet and writer known for his novels
“The Blind Leg” and “The Old Houses”. These are just some examples, and there are many other
famous writers and poets in history.)

User:
Pl Sy oradly Lol Ll s b
(What are the holy books, saints, and holy places?)

AceGPT-7B-chat: o .
g Aetlly shaimlly a3l 21 ade e AL ULl g N e ol e ] i s S e il
_f,u-ﬁ b Gt a8 Zgadl § Ladlly cdogdl 5 81 530 3N g RUEREI| o el ot e Leadll Lo Jass s bl e sl
A e Sl g ) Gl e Bl ] Isboy ol 0yt OLa N e Gy YT ST L e Jle s i 05 ol otedl) e Osnte
kAl Sl 5 LS o LG s Sl sl ST Loy dly Zasl¥ly Tl LI G ity ke bt il
ey 3 eadl) e by 6 Sugdl Ll Sl ol e 1 SNy (Ll iyl 8 sW e L) el SLYI sda Jass
QT e g ) 200 Bl e a9 gy Oy ly pany W] 3 ORIy cRagadl 3 3L 5 Ky
(Holy books are books that are considered sacred or from God or the gods in different religions.
These books are considered the main source of teachings, beliefs, and rituals in many religions.
It includes sacred books such as the Bible in Christianity, the Qur’an in Islam, the Torah in Ju-
daism, and the Vedas in Hinduism. Saints are people who are considered by believers to have
achieved a high level of holiness or divinity and are sometimes considered to have reached a state
of grace. Divinity or unity with God. Saints are considered sacred and respected figures in the
Christian, Islamic, and Jewish religions. Holy places are sites that are considered sacred or con-
secrated in different religions. These places include temples, churches, mosques, monasteries,
religious sites, and places where important religious events are believed to have occurred. Such
as Jerusalem in Palestine, Mecca in Saudi Arabia, the Vatican in Italy, Egypt, India, London,
New York and other important religious sites around the world.)




GPT-4 Evaluation

Table 7: Average performance ratio of Turbo and the standard variation over three runs in Arabic
Vicuna-80 and Arabic AlpacaEval. The best performance is in bold and the second is underlined.

Comparison Arabic Vicuna-80  Arabic AlpacaEval
Phoenix Chen et al. (2023a) 71.92% + 0.2% 65.62% + 0.3%
Phoenix-multiple-langs Chen et al. (2023b) 71.67% + 0.7% 65.36% £ 0.1%
Jais-13B-char Sengupta et al. (2023) 75.40% + 1.6% 74.95% + 0.2%
AceGPT-7B-chat 94.82% £ 0.2% 93.81% +0.1%

AceGPT-13B-chat 100.88% + 04%  97.95% +0.1%




Human Evaluation

Table 8: Human evaluations on Vicuna-80 and AlpacaEval. The winners are in bold.

Dataset | Comparison win tie lose | win ortie
AceGPT-7B-chat vs. Jais-13B-chat 82.5% 6% 10.8% | 89.2%
Arabic Vi AceGPT-TB-chat vs. Turbo 27.5% 329% 39.6% | 60.4%
rabic Vicuna-80
AceGPT-13B-chat vs. Jais-13B-char  829% 6.7% 10.4% | 89.6%
AceGPT-13B-chat vs. Turbo 16.3% 57.1% 266% | 73.4%
AceGPT-TB-chat vs. Jais-13B-char ~ 53.0% 36.5% 10.5% | 89.5%
: AceGPT-TB-chat vs. Turbo 20.2% 465% 333% | 66.7%
Arabic AlpacaEval
AceGPT-13B-chat vs. Jais-13B-char 494% 428% 7.8% 92.2%
AceGPT-13B-chat vs. Turbo 252% 445% 303% | 69.7%




Thanks



