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Human processes multimodal infos simultaneously

[1] Bergen, Benjamin K. Louder than words: The new science of how the mind makes meaning. Basic Books, 2012 3
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Figure 1. Summary of our approach. While standard image models jointly train an image feature extractor and a linear classifier to predict
some label, CLIP jointly trains an image encoder and a text encoder to predict the correct pairings of a batch of (image, text) training
examples. At test time the learned text encoder synthesizes a zero-shot linear classifier by embedding the names or descriptions of the

target dataset’s classes.

[CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAl, 2021)


https://arxiv.org/abs/2103.00020
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Figure 3: Flamingo architecture overview. Flamingo is a family of visual language models (VLMs)

that take as input visual data interleaved with text and produce free-form text as output.

. Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)


https://arxiv.org/abs/2204.14198

MLLM-Bench: evaluating Multi-modal LLMs using GPT-4V

Table 2: Sample questions in MLLM-Bench.

Capability

feud Capability Image Sample Questions
Perasis gle)neralR = Identify the objects in the image and
erception bject Recog- indicate the use case of the item.
nition
s
" Infer the activities that are likely to
; . Scene Under- 7 e 5 = "
Understanding A take place during the scene based
standing %o
on the objects present.
E
5 Object Count- A How many pears in the picture have
Applying ing ‘ an upright stem?
Faciorise and evaluate: Compute the solution to this
Aty Visual Math 353 question using a straightforward
b Reasoning 1.0 method, and illustrate the step-by-
373 step process.
Determine the likelihood that this
photo is real, considering both the
s Fake image technical aspects of photography
Evaluation detection and the plausibility of the scene de-
picted. Provide a detailed rationale
for your conclusion.
Write a winter ballad on the soli-
Creati Visual  Story tude and muffled world under
reation

Telling snow, reflecting life’s resilience in a

monochrome setting.

Wentao Get, Shunian Chent, Guiming Chent, Junying Chent, Zhihong Chenx, Shuo Yan, Chenghao Zhu, Ziyue Lin, Wenya Xie, Xidong
Wang, Anningzhe Gao, Zhiyi Zhang, Jianquan Li, Xiang Wan, Benyou Wang. MLLM-Bench, Evaluating Multi-modal LLMs using GPT-4V.



MLLM-Bench: evaluating Multi-modal LLMs using GPT-4V

shart amel

Forest Food Web
bt s

Question: Map out the complex interdependencies between species in this food web and identify any potential cascade

effects if one species were to become extinct.

Answer 1 (llava-v1.5-13b):

In the image, there is a complex interdependent system invelving a forest, trecs, rab-
bits, squirrcls, insects (including bectles), and a bird. The food web shows that these
different specics interact and play roles in the ecosystem. For instance, rabbits and
squirrels are herbivores, consuming, plants, while insects like beetles help in decom-
posing plant matter, and the bird is a predator that feeds on insets and small mam-
mals.

1f one species were to become extinct, it could lead to a cascade effect where other
species are affected as well. For example, if the rabbits were to become extinet, the
herbivore popul

ion would decrease, impacting the plants they were consuming,
This would lead to an increase in plant growth and change the availability of food
for other herbivores, such as squirrels and insccts. Additionally, there could be imbal-

ances in predator-p leading to overpop of certain species, and

adecline in th

Answer 2 (Ivis-instructdv-llava-7b):
In the image, there isa forest food web featuring varios animals, including a bird, a fox, a

rabbit, a squirrel, and a frog. The bird is perched on a teee branch, while the other animals
are scattered around the forest floor. The interdependencies between these species are
numerous, as they all play essential roles in maintaining the ecosystem's balance.

For example, the bird fecds on insects, which helps control their population and maintain

a healthy environment. The fox is a predator, feeding on smaller animals such as rabbits,
squirrels, and insccts, thus controlling their populations and maintaining the balance of

the food web. The rabbit and squirrel arc herbivores, feeding on grass, plants, and secds,

contributing to the forest’s overall health. The frog, as an amphibian, is also a part of the
food web, feeding on insects and small aquatic creatures.
If one species were to become extinet, it could lead to a cascade effect on the food web, as

the loss of a key specics may disrupt the balance of the ecosystem. This could result in an

and ecosystem The ecosystem

would need to adapt to these changes, cither by altering the populations of the re-

maining specics or by intraducing new species into the area,

of ather species, which could then lead to a decline in the populations of
those species that depend on them for food. In turn, this could have a negative impact on
the overall health of the forest ecosystem and potentially affcet other species in the food

web,

GPT-4V Judgment’

Answer 1 and Answe

and predators (birds). It then moves on to

and the need for ccosystem adapiation.

2 both provide a gencral outin ofthe relationships and potential cascade cffcts within the ood web depicted in the image
Anmee 1 st by dcacxibing th fod web inchucing - varety of secies and et el in he ccnapster

uss the potential cascade effects if one sp peci
increase in plant growth, changes in the availability of food for other herbivores, imbalances in prniaml prey relationships, overpopulation of eertain spec

as herbivores (rabbit

d squirrcls), (insects

ly the rabbits, were to becos

, adecline in biodiversity,

me extinct. The explanation includes the potential

2 also describes the foret o e, Lenfyin e amimals preac an theke s e o . b el fnseck popalatiuns, e s & pcdstar an e hechfvuroua
activities of the rabbit and sq lso acknowlodggs the frog’s role in this ccosystem. The answer then hypothesizes about the potential cascade effects if a key specics were to
become extinct, including, m'(‘rpnpulnhcm of other specics, a decline in populations of dependent species, and a negative impact on the overall ]wml«h of the forest ecasystem.

Both answers are good in terms of providing an overview of the food web's complexity and the interdependencies among, the specics. However, Answar 1 is sightly more e aligned
with the image as it specifically names the inscets as bectles and discusses the role of birds in greater detail, while Answer 2 incorrectly dentifies a frog, which is not present in the
image. Therefore, in terms of accuracy and alignment with the image, Answer 1 is superior.

Wentao Get, Shunian Chent, Guiming Chent, Junying Chent, Zhihong Chenx, Shuo Yan, Chenghao Zhu, Ziyue Lin, Wenya Xie, Xidong
Wang, Anningzhe Gao, Zhiyi Zhang, Jianquan Li, Xiang Wan, Benyou Wang. MLLM-Bench, Evaluating Multi-modal LLMs using GPT-4V.



Large space to be improved in MLLMSs, w.r.t. GPT-4V

Model | Perception Understanding Applying Analyzing Evaluation Creation | Avg
LLaVA-v1.5 0.63 0.77 0.65 0.69 0.83 0.83 0.71
Qwen-VL-Chat 0.65 0.77 0.68 0.61 0.83 0.80 0.70
LVIS 0.61 0.75 0.65 0.63 0.82 0.77 0.69
mPLUG-Owl2 0.58 0.73 0.61 0.61 0.78 0.80 0.67
CogVLM-Chat 0.59 0.74 0.62 0.59 0.78 0.72 (.66
I[DEFICS-9B 0.34 0.58 0.49 0.50 0.57 0.63 0.53
MiniGPT-v2 0.44 0.54 0.44 0.50 0.65 0.71 0.52
InstructBLIP 0.45 0.57 0.37 0.43 0.57 0.39 0.47
Fuyu-8B 0.39 0.55 0.33 0.38 0.52 0.42 0.43
SEED-LLaMA 0.39 0.43 0.42 0.40 0.48 0.51 0.43
kosmos-2 0.38 0.53 0.41 0.38 0.43 0.36 0.42
BLIP-2 0.24 0.24 0.24 0.24 0.29 0.19 0.24




Today’s lecture



Contents In this lecture

Overall framework of agents
e Four elements
o Planning
o Tools
o Memory
o Action
e Recap of agent
e Proof of concepts
e Our research



What is LLM Agents

Explorations of Visual-Language Model on Autonomous Driving

On the Road with GPT-4V(ision): Early Explorations of Visual-Language Model on Autonomous Driving

Sec. 2.1 Traffic signs understanding

Prompt:

and explain each of them.

GPT-4V:

There are three traffic signs in the image:

A sign under the overhead structure displaying
"4.5m" This sign indicates the maximum
height of vehicles that can safely pass
underneath the structure. Vehicles taller than
4.5 meters should not proceed.

: This is a warnlng S|gn ' that in |cates there
is a left bend or curve ahead. Drivers should
be cautious and possibly reduce their speed.

A rectangular sign with the word "SLOW": This
sign instructs drivers to reduce their speed,
typically because of potential hazards or a

condition ahead that requires slower driving.

This is a front-camera view of a driving car.
Please identify all the traffic signs in the image,

Prompt:

This is a front-camera view of a driving car.
Please identify all the traffic signs in the image,
and explain each of them.

GPT-4V:

There are three traffic signs displayed:

60: This is a speed limit sign, indicating that the
maximum allowed speed on this road or section
of the road is 60 kilometers per hour (km/h).

Truck with a slash through it: This is a no trucks
or no heavy vehicles sign, indicating that trucks
or heavy vehicles are not permitted on this road
or section of the road.

Car with a horn and a slash through it: This
signifies @ no honking or horn prohibited zone.
Drivers are not allowed to use their vehicle's
horn in the area where this sign is displayed.

J

Figure 6: Results on the ability to understand the traffic signs. Green highlights the right answer in
understanding, Red highlights the wrong answer in understanding. Check Section 2.1 for detailed

discussions.



https://arxiv.org/abs/2311.05332

What is LLM Agents

An Envisioned Agent Society |

Making lanterns...
We need:

() *10= @100+

Planning to cook...
I need:
1.Fish, 2.Sauce ...

Calculating

Kitchen costs&

.........................

Task planning and solving
Ordering dishes and
cooking

Sure!
I play the
guitar! b
- »
alle o N\ ‘

Acting with tools
Discussing
decoration

) +:Outdoors

Cooperation
| Band performing =

Let me experience the
festival in this world...

Scenario of an envisioned society composed of Al agents

The Rise and Potential of Large Language Model Based Agents: A Survey

In the kitchen, one agent
, While

another agent is responsible
for

. At the
concert, three agents are
collaborating to

. Outdoors, two

agents are

and finances by selecting
and using tools. Users can
participate in any of these
stages of this social activity


https://arxiv.org/abs/2309.07864

What is LLM Agents

> python scripts/main.py
Would you like me to return to being BlogAI?
Continue with the last settings?
Name: BlogAI
Role: an Ai designed to autonomously create a blog post in Ge
Goals: ['research the topic thoroughly', 'write an article tha Let an LLM
st practice examples', "make the blog post interesting by lin . .
he image", 'save article in file as markdown'] ’Whlle feedlng the

Continue (y/n): n results of its actions back into the

Enter the name of your AI and its role b .
For example, 'Entrepreneur—GPT' prompt- This allows the program to

AL Name: NewsAI , iteratively and incrementally work
NewsAI here! I am at your service.

For example, 'an AI designed to auto towards its objectlve.

NewsAI is: an AI designed to write news articles

For example: Increase net wo
Enter nothing to load defaults, enter nothing when finished.
Goal 1: find an interesting news topic that includes "AI" and
Goal 2: find an interesting and unusual angle to the topic
Goal 3: write an article from that unusual angle
Goal 4: save the article in a file, in markdown format
Goal 5:
Using memory of type: LocalCache
Thinking...

Complete Guide To Setup AutoGPT

https://docs.agpt.co/


https://docs.agpt.co/

The framework of agents



A high-level picture
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LLM for the cognition
e.g. planning, decision making
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A high-level picture

Action

! Agent ! Environment

| I Perception and feedback

LLM for the cognition
e.g. planning, decision making

Action and feedback helps evolution of LLM agents



Use cases of LLM agents



Category

The use cases for LLM agents, or Language Model-based agents, are vast and diverse. These
agents, powered by large language models (LLMSs), can be used in various scenarios, including:

1. Single-agent applications
2. Multi-agent systems
3. Human-Agent cooperation

@ 2:2 8N

Single Agent : Agent-Agent : Agent- Human

https://gptpluginz.com/lim-agents/



https://gptpluginz.com/llm-agents/

Single-agent applications

LangChain Agent - Sequence Of Events

~ g,
_}{‘ Action
( { . Observation
Single Agent ..;{ n};:
k‘ L Final Answer J )

LLM agents can be utilized as personal assistants to assist users in breaking free from daily
tasks and repetitive labor. They can analyze, plan, and solve problems independently, reducing

the work pressure on individuals and enhancing task-solving efficiency. https:lgithub.comlangchain-aiflangchan



https://github.com/langchain-ai/langchain

Multi-agent systems -
LLM Ma:ier Agent
J J J
(o o] s (o o]
. . i
L i Ll bl plhAgent] | LM Agent2 LM Agencs
\) ) \)

Agent-Agent Al
b

Skill 1, Skill 2, etc, Skill 1, Skill 2, etc. Skill 1, Skill 2, etc.
Ex, CRM, ERP, Banking, Cognitive Search on Conversational Process
Application API Knowledge-base, PDF etc.  Ex. Insurance Quote-to-Sales

Multi-agent systems: LLM agents can interact with each other in a collaborative or competitive manner.
This enables them to achieve advancement through teamwork or adversarial interactions. In these systems,

agents can work together on complex tasks or compete against each other to improve their performance.



Play Werewolf (JRAZFR
ﬁ werewolt & vilager witch guard % seer

| Good moming
everyone. Itsee_
ms like we had a
peaceful night. |

q Well, | agree with Player 1, 3 and Player 4. Based on my observation
and analysis, | also think Player 5 is a little suspicious. But we might not
vote to kill him casually. \ ,

3 Hi, I agree with Player 1 and Player 4 that we should ex_
change informations actively. Based on my observation,
I think Player 5 is a little suspicious.

was wondering if - Player 2 / Good moming
anyone has any everyone. Asa
suspicions or villager, | dont have
ghoeationsthey [ 1 observed that Player 5 was killed last night. As awitch, | used my any clear suspici-
‘would like to N B onsyet, but I'min-
share? | think its anlldffta to save him, Therelore,- Player 5 may not be a werewolf, but terested in hearing
important for us to was killed by the werewolf last night. what others have
start discussing ~- - to say. Did anyone
and sharing our notice anything
thoughts to find suspicious or have
outwho the any thoughts on
werewolves are. who the were_
wolves might be?

L agree with Player1,2 and 6. | think we have to actively gather infor
mation and seriously speculate about who the werewolves are, We
should protect ourselves as much as possible and avoid being killed
by the werewolves. | will use my special ability wisely at night,

J Ihave to defend myself bacause | aminnocent. | think we should ga—
ther imformation and have a full discussion now, we cant kill a potenti—
alteammate in a hurry. On the contrary, | think Player 3 is a bit aggre—
ssive, and | suspect he is one of the werewolf.

Figure 1: A snapshot of our implemented Werewolf game. There are 5 roles and 7 players, and each of them is acted
by an LLM autonomously. The number before each talking denotes the speaking order. Some social behaviors can
be primarily observed in this figure, including trust, confrontation, camouflage , and leadership .

Yuzhuang Xu , Shuo Wang, Peng Li,, Fuwen Luo, Xiaolong Wang , Weidong Liu, Yang Liu. Exploring Large Language Models for Communication
Games: An Empirical Study on Werewolf. https://arxiv.org/pdf/2309.04658.pdf



https://gptpluginz.com/lim-agents/

MetaGPT Agents Collaboration with Developing SOP

Human-Agent cooperation

1/5
Define ‘Write a classic and
simple Flappy Bird

game.

Ome-line requirement

Planning

‘ . Reguirement Analysis
] ll = L
-
‘ Architectural Design

System Design

205 ‘g
Design

Boss makes acceptance
cheek and payment

Meta Programming

— Pretty good ! I can

% 3/5 | dircetly use the
Agent-Human %, Al
Qp . ! keyvboard to play
'E:,% i : Flappy Bird.
% " sti . = [ -
d:.'_lb A TEht"'g @ -i?_ F 4/5 @ 5
= f‘ — QA Engincer ¥ Check ‘—i

Human-Agent cooperation: LLM agents can interact with humans, providing them with

assistance and performing tasks more efficiently and safely.

Example: interactively write code together with ChatGPT.


https://gptpluginz.com/llm-agents/

The four Elements



What is LLM Agents

Here is a famous picture from Lilian Weng (from OpenAl)

Calendar ()

Calculator()

CodelInterpreter ()

Short-term memory

Long-term memory

https://gptpluginz.com/lim-agents/

Search ()

A

...maore

Reflection

'} )
Memory |
I
A [
I
¥
Tools |« Agent » Planning
1
1
: y
I
—————— »{ Action

https://lilianweng.qgithub.io/posts/2023-06-23-agent/

Self-critics

Chain of thoughts

Subgoal decomposition



https://gptpluginz.com/llm-agents/
https://lilianweng.github.io/posts/2023-06-23-agent/

https://gptpluginz.com/lim-agents/

What is LLM Agents
Planning:

e Subgoal and decomposition: The agent breaks down large tasks into smaller, manageable
subgoals, enabling efficient handling of complex tasks.

e Reflection and refinement: The agent can do self-criticism and self-reflection over past
actions, learn from mistakes and refine them for future steps, thereby improving the quality
of final results.

Memory
A
* Reflection
— Toocls = Agent = Planning » Self-critics
# Chain of thoughts
Y
Action * Subgoal decomposition

https://lilianweng.qgithub.io/posts/2023-06-23-agent/



https://gptpluginz.com/llm-agents/
https://lilianweng.github.io/posts/2023-06-23-agent/

https://gptpluginz.com/lim-agents/

What is LLM Agents

Memory:

e Short-term memory: all the in-context learning is Short-term memory || Long-term memory
utilizing short-term memory of the model to learn. ¢ [ !

e Long-term memory: this provides the agent with METW
the capability to retain and recall (infinite)
information over extended periods, often by o feent T e T
leveraging an external vector store and fast retrieval. ¥

Action

https://lilianweng.qgithub.io/posts/2023-06-23-agent/



https://gptpluginz.com/llm-agents/
https://lilianweng.github.io/posts/2023-06-23-agent/

https://gptpluginz.com/lim-agents/

What is LLM Agents
Tool use:

e The agent learns to call external APIs for extra information that is missing from the model
weights (often hard to change after pre-training), including current information, code
execution capability, access to proprietary information sources and more.

Calendar() [+ Memory
'
Calculator () [+
CodeInterpreter() |+ Tools = Agent = Planning
Search() |+ v
___more =7} Jﬁtl:tiﬂl"l

https://lilianweng.qgithub.io/posts/2023-06-23-agent/



https://gptpluginz.com/llm-agents/
https://lilianweng.github.io/posts/2023-06-23-agent/

https://gptpluginz.com/lim-agents/

What is LLM Agents

Action:

The agent's ability to execute actions in the real or virtual world is crucial. This can range
from performing tasks in a digital environment to controlling physical robots or devices.
The execution phase relies on the agent's planning, memory, and tool use to carry out
tasks effectively and adaptively.

Memory
A

- Tools [<+— Agent [ Planning

y

Action

https://lilianweng.qgithub.io/posts/2023-06-23-agent/



https://lilianweng.github.io/posts/2023-06-23-agent/
https://gptpluginz.com/llm-agents/

Why LLM Agents stand out?

e Language Mastery: Their inherent capability to both LLM
comprehend and produce language ensures seamless
user interaction.
e Decision-making: LLMs are equipped to reason and LLM +
decide, making them adept at solving intricate issues. Planning
e Flexibility: Their adaptability ensures they can be
molded for diverse applications. LLM +
e Collaborative Interactions: They can collaborate .
. . Planning +
with humans or other agents, paving the way for
Memory

multifaceted interactions.

Agents

(LLM + Planning + Memory + Tools)




Element 1: Planning



What is planning

How to a solve a complicated task sequentially?

One-step task: translate an paragraph
- simple
- usually without interaction

Multi-step task: How to put an elephant into a fridge?
- complicated

- itinvolves multple steps
- it usually uses external tools (e.g., operate the fridge)

0 You o You

How to put an elephant into a fridge?
translate "l think therefore | am"

ChatGPT

The phrase "How to put an elephant into a fridge?" is often used as a humorous or rhetorical

ChatGPT

"| think therefore | am" translates to "HEBTHAT" in Chinese. question, as it's a task that's obviously impractical and absurd in real life. This question is typically

found in jokes or as a form of light-hearted riddle.
The usual joke answer to this is a three-step process:

Open the fridge.
. Putthe elephant in.

(SR SIS

Close the fridge.

This kind of joke plays on the absurdity and simplicity of the solution to an apparently complex

problem. It's a classic example of lateral thinking and humor in riddles.



Two simple examples

e GSMB8K (math word problem)

Problem: Beth bakes 4, 2 dozen batches of cookies in a week. If these cookies are shared amongst 16 people equally, how many cookies does
each person consume?

Solution: Beth bakes 4 2 dozen batches of cookies for a total of 42 = =<4"2=8>>8 dozen cookies

There are 12 cookies in a dozen and she makes 8 dozen cookies for a total of 12*8 = <<12*8=06>>96 cookies

She splits the 96 cookies equally amongst 16 people so they each eat 96/16 = <<96/16=6>>6 cookies

Final Answer: 6

o GAME24

Input: 4 4 6 B8
Steps:
4 + 8
6 - 4 =2 (left: 2 12) They are both multi-step problems!
2 % 12 = 24 (left: 24)

Answer: (6 - 4) % (4 + 8) = 24

12 (left: 4 6 12)



Examples of Planning

Task Decomposition
Self-Reflection/self-refinement



Planning with Task Decomposition



Task Decomposition: Chain of thought

Chain of Thought (CoT) has become a standard prompting technique for enhancing model
performance on complex tasks. The model is instructed to “think step by step” to utilize more test-
time computation to decompose hard tasks into smaller and simpler steps. CoT transforms big
tasks into multiple manageable tasks and shed lights into an interpretation of the model’s thinking

Process.
Standard Prompting

Model Input

tennis balls does he have now?
A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many

\

J

Model Output
A: The answer is 27. x

S

Chain-of-Thought Prompting Elicits Reasoning in Large Language Models

Chain-of-Thought Prompting
Model Input

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

do they have?
- J

Model Output
G ~

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 =9. The

Kanswer is 9. & j

71 Finetuned GPT-3 175B

2 Prior best

[0 PalLM 540B: standard prompting

B Pal.M 540B: chain-of-thought prompting

100

Qo
o

55 57

(=2}
o

33

18
0 ]

Math Word Problems (GSM8K)

B
o

Solve rate (%)

Do
o

Figure 2: PalM 540B uses chain-of-
thought prompting to achieve new state-
of-the-art performance on the GSM8K
benchmark of math word problems.
Finetuned GPT-3 and prior best are from
Cobbe et al. (2021).


https://arxiv.org/abs/2201.11903

Task Decomposition: Tree of Thoughts

Tree of Thoughts extends CoT by exploring multiple reasoning possibilities at each step. It first
decomposes the problem into multiple thought steps and generates multiple thoughts per step,
creating a tree structure. The search process can be BFS (breadth-first search) or DFS (depth-first
search) with each state evaluated by a classifier (via a prompt) or majority vote.

ﬂ-

InpUt i thought E

L $32 7L
Coms ) Cownn ) Coumn) |

(a) Input-Output  (c) Chain of Thought (c) Self Consistency

Prompting (10) Prompting (CoT) with CoT (CoT-SC) (d) Tree of Thoughts (ToT)

Tree of Thoughts: Deliberate Problem Solving with Large Language Models



https://arxiv.org/abs/2305.10601

Task Decomposition: Tree of Thoughts

e Resource Intensity: Implementing search methods like ToT is more
resource-intensive, incurring higher costs compared to simpler sampling

methods.

Input: 491013

Figure 2: ToT in a game of 24. The LM is prompted for (a) thought generation and (b) valuation.

(a) Propose Prompt

Input 491013
Possible next steps:

(b) Value Prompt

Evaluate if given numbers can
reach 24 (sure/likely/impossible)
1014:10 + 14 = 24, sure

101313

Thought Generation

4+9=13 (left 1013 13)
10-4=6 (left 6 913)

-

Thought Evaluation
(13-10)*13=3*13=39
10 +13 +13 = 36 There is no way
to obtain 24 with these big
numbers. impossible

Tree of Thoughts: Deliberate Problem Solving with Large Language Models

Method Success
1O prompt 7.3%
CoT prompt 4.0%
CoT-SC k=100 9.0%
ToT (ours) p=1) 45%
ToT (ours) @=5) 74 %
10 + Refine k=100 27%
1O (best of 100) 33%
CoT (vest of 100) 49%

Table 2: Game of 24 Results.


https://arxiv.org/abs/2305.10601

Our research: better verification

Model Size GPT- Data Aug- Accuracy
3.5/GPT-4 mentation

Open-Source Models without Code Execution

foresee the future foresee the future RET (Yuan et al., 2023) 7B 5120
e WizardMath (Luo et al., 2023) 7B v 54.9%
MetaMath (Yu et al., 2023) B/ v 66.4%
MuggleMATH (Li et al., 2023a) B v v 68.4%
Arithmo-Mistral B v 74.7%
- MetaMath-Mistral (Yu et al., 2023) B v 77.7%
?ufcome Sulper\rlsmn RFT (Yuan et al., 2023) 13B 55.3%
(final answer-only) ! i S B B . - WizardMath (Luo et al., 2023) 13B v 63.9%
"""""""""""""""""""""""""""""""""""""""" ‘ t . MetaMath (Yu et al., 2023) 13B v/ v 71.0%
' ‘ MuggleMATH (Li et al., 2023a) 13B v v 74.0%
Process Supervision RFT (Yuan et al., 2023) 70B 64.8%
(concentrate on current states) WizardMath (Luo et al., 2023) 70B v 81.6%
MuggleMATH (Li et al., 2023a) 70B v 82.3%
MetaMath (Yu et al., 2023) 70B v 84.3%
Ours - OVM (Llama2-7B, K=100) 7B 73.7% + 0.4%
Ours - OVM (Mistral-7B, K=100) 7B 84.7% + 0.3%
Open-Source Models with Code Execution
\ \ . / ToRA-Code (Gou et al., 2023) B v 72.6%
\l 5 .‘ 5 ﬂ 5 .E’, ToRA-Code (Gou et al., 2023) 13B v v 75.8%
| ToRA-Code (SC, K=50)
(Gou et al., 2023) 4B v 85.1%
¢ soluti ; . ot soluti ToRA (Gou et al., 2023) 70B v 84.3%
correct solution | incorrect solution =
| ToRA. (SC, K=50) 70B v 88.3%

(Gou et al., 2023)

SOTA performance on mathematical reasoning

Fei Yu, Anningzhe Gao, Benyou Wang. Outcome-supervised Verifiers for Planning in Mathematical Reasoning.
https://arxiv.org/pdf/2311.09724.pdf



Task Decomposition: LLIM+P

LLM+P involves relying on an external classical planner to do long-horizon planning. This approach
utilizes the Planning Domain Definition Language (PDDL) as an intermediate interface to describe
the planning problem.

g )
Module Generated Text Provided Text Context Ex. P & Ex. Sol
4 \
Problem (P) Problem (P)
}D - Plan :’-’ - Plan
Domain LM Domain TLM
. (. S
LLM-As-Planner LLM-As-Planner (In-context Learning)
( \
Context Ex. P & Ex. PDDL Domain PDDL
=
= — —» Pl
Problem (P) —» ‘_@D an
LLM Planner LLM
Problem PDDL PDDL Plan
o A

LLM + P (In-context Learning)

LLM+P: Empowering Large Language Models with Optimal Planning Proficiency



https://arxiv.org/abs/2304.11477

Task Decomposition: LLM+P

In the PDDL process, LLM

1) translates the problem into “Problem PDDL”;
2) requests a classical planner to generate a PDDL plan based on
an existing “Domain PDDL”;
3) translates the PDDL plan back into natural language.
Essentially, the planning step is outsourced to an external tool,
assuming the availability of domain-specific PDDL and a suitable

planner.

LLM+P: Empowering Large Language Models with Optimal Planning Proficiency

An Example PDDL Problem File Written by GPT-4

with Context

Context (shaded):

Prompt: Description of Problem (P1) + Context
+ Provide me with the problem PDDL file that
describes the planning problem directly without
further explanations.

GPT-4 (the generated problem PDDL):
{:objects bl b2 b3 bd bS5 )
(zinit (arm-empty)} (on-table bl)
{on b2 bl) (on b3 bd)

{on bd bZ2) (on b5 b3) (clear
bB3) 1))
({:zgoal {and (on bl bZ) {(on b3 b5)
(on b4 kl)))

Planner:

{unstack b5 b3) (putdown b5)
{unstack b3 b4) (stack b3 bS)
(unstack b4 b2) (putdown b4)
(unstack b2 bl) (putdown b2)
(pickup bl) (stack bl b2} (pickup
b4) (stack b4 bl)



https://arxiv.org/abs/2304.11477

From today #1882/

6.3 EFBSFALEES

FAET UM NEFHRRNEAESERNZEZR, —TERANBEEREFESEZOEES. X
ERA UM —RRERERFIZ, DREEMIER.

FANRIE 7 AFERISEY, KIEY Python IEFLLELE (BMIES) 1FR OEIES", THFR
BHEGNBNEX (12]. XTAZEN—MIAE, LM BFREE, SRNERIIUERRTRF
BEEhT, WIS BIERYE. 7T python BF EHTIERE, hibEBRES LTIEESER

B

12] Jie, Z., Luong, T.Q., Zhang, X., Jin, X. and Li, H., 2023. Design of a Chain-of-Thought in Math Problem Solving. arXiv preprint arXiv:2309.11054.



Python > Wolfram

Input

[Question: ais two years older than b who is twice as old as c . if the total of the ages of a, band c be 27, then how old is b ? ]

a)7,b)9,c)8,d)11,e)10
Answer reasoning:

NL CoT

t's start by assigning variables to the ages of A, B, and C. Let A = age of A. Let B = age of B. Let C = age of C \
From the problem, we know that:
A=B+2 (Ais two years older than B)
8=2C (Bis twice as old as C)
A+B+C=27 (The total of their ages is 27)
Now we can substitute the second equation into the first equation to get: A =2C +2
We can then substitute both equations into the third equation to get: (2C + 2) + 2C + (C) =27
simplifying this equation, we get: 5C+ 2 =27; 5C=25;C=5
Now that we know C is 5, we can use the second equation to find B: B = 2C = 2(5) = 10
\Therelore, the answer is <€>. B is 10 years old. )

Jherefore, the answer is: E

Wolfram CDP CoT Wolfram SDP CoT
(ivi-a==b+2 (* a is two years older than b *) \ 1.a_is_two_years_older_than_b b \
2.v2 = b == 2%c (* who is twice as old as c *) 2.b_is_twice_as_old_as_c = b
3.v3 = a+b+c==27 (* the total of the ages of a , b and c 3.total_age = a + b + ¢
be 27 *) 4.option=<| A->7,8->9,C->8 D->11, E ->10 |>

4.option =<| A->7,8->9,C->8,D->11, E -> 10 |>

5.v4 = Solve[{vl, v2, v3}, {3, b, c}] (* Step 1: Solve the syst
em of equations *)

v5 = b /. va[[1]] (* Step 2: Get the value of b *)
eys[Select[option, # == v5 &]] (* So the correct option is *,

S.solution = Solve[{a_is_two_years_older_than_b, b_is_twice_as_old_as_c|
total_age}, {a, b, c}]

6.b_age_value = b /. solution[[1]]
7.Keys[Select[option, # == b_age_value &]]

A

Python CDP CoT Python SDP CoT

def solution(): .def solution():
import math . import math

1
2 2
import sympy 3 import sympy
vl = sympy.Symbol(‘a') 4. a = sympy.Symbol('a")
5
6
7
8

v2 = sympy.Symbol('b') sympy. Symbol('b")
v3 = sympy.Symbol('c') = sympy.Symbol('c')
options = [7, 9, 8, 11, 10] options = [7, 9, 8, 11, 18]
V4 = sympy.Eq(vl , v2 + 2) #a is t ars older than b

a_two_years_older_than_b = sympy.Eq(a , b + 2)

V5 = sympy.Eq(v2 , v3 * 2) #t 4 9. b_twice_as_c = sympy.Eq(b , ¢ * 2)
V6 = sympy.Eq(Vl + v2 + v3 , 27) #the total of the age 16. sum_of _a b c = sympy.Eq(a + b + c , 27)
b and c be 2 11.  b_value=sympy.solve([a_two_years_older_than_b,b_twice_as_
v7=sympy. solve([v4,v5,v6])[v2] #how old is b c,sun_of a_b_c])(b]
correct option = Nane . 12.  correct_option = None
o4, option in enumerate(options): 13.  for i, option in enumerate(options):
if math.fabs(option - v7) < le-4: 14. if math.fabs(option - b_value) < le-4:
;g;g:“ﬂptm" = chr(ord(*A®) + 1) 15. correct_option = chr(ord('A’) + i)

- — 16. break
R v AN g .
Figure 1: Examples of CoT representations: Natural Language (NL) CoT, Comment-Describing
Program (CDP) and Self-Describing Program (SDP) in both Wolfram and Python.




Planning with Self-Reflection



Self-Reflection

Self-reflection is a vital aspect that allows autonomous agents to improve iteratively by refining
past action decisions and correcting previous mistakes. It plays a crucial role in real-world tasks

where trial and error are inevitable.

Reflective Thinking

What was What was
easy? hard?

How are you
doing it? What did T
- 7

) : v
What are you A How will you use Af
working on? . it in the future? &




Self-Reflection: ReACT

ReACT integrates reasoning and acting within LLM by extending the action space to be a
combination of task-specific discrete actions and the language space. The former enables LLM
to interact with the environment (e.g. use Wikipedia search API), while the latter prompting LLM

to generate reasoning traces in natural language.

The ReAct prompt template incorporates explicit steps for LLM to think, roughly formatted as:

Thought: ...
Action: ...

Observation: ...
. (Repeated many times)

ReAct: Synergizing Reasoning and Acting in Language Models



https://arxiv.org/abs/2210.03629

Self-Reflection: ReACT

HotpotQA AlfWorld Env

/—[ (1d) ReAct (Reason + Act) ]—\ ( (2b) ReAct (Reason + Act) N\
Thought 1: I need to search Apple Remote and find the AF"" 1: Think[FirSF I ne?d to find a pepper shaker...more
program it was originally designed to interact with. likely to appear in cabinets (1-6), countertops (1-3), ... 1
Act 1: Search[Apple Remote] Act 2: Go to cabinet 1

Obs 1: The Apple Remote is a remote control intreduced in Obs 2: On the cabinet 1, you see a vase 2.

October 2005 by Apple orlglnally deSlgned to contrel the (Here the agent go to cabinet 1, then cabinet 2, 3, then countertop 1 and 2)
Eront Row mediacenter| program ..

Act 6: Go to countertop 3

Thought 2: Apple Remote was originally designed to control Obs 6: On the countertop 3, you see a apple 1, a bread 1,

the Front Row media center program. I need to search - ...... a pepper shaker 1, and a vase 3.

- next and find what other device can control it.

Act 2: Search([Front Row] o Act 7: Take pepper shaker 1 from countertop 3

Obs 2: Could not find [Front Row]. Similar: ['Front Row Obs 7: You pick up the pepper shaker 1 from the countertop 3.

Seat to Earth', 'Front Row Motorsports','
'

.-l Act 8: Think[Now I find a pepper shaker 1. Next, I need to

put it in/on drawer 1. ]

Thought 3: Front Row is not found. I need to search -
. Act 9: Go to drawer 1
Act 3: Search| ] Obs 9: Drawer 1 is closed.

Cbs 3: Front Row is a discontinued media center software ..
Act 10: Open drawer 1

Thought 4: Obs 10: You open Drawer 1 ..
So the answer is
::zb:ar:_f\_m;l;imkeh] Act 11: Put pepper shaker 1 in/on drawer 1 \/
H inis.
11: You put pepper shaker 1 in/on the drawer 1.
\/) Obs

\_ . ’ J

In both experiments on knowledge-intensive tasks and decision-making tasks, ReAct works better
than the Act-only baseline where Thought: ... step is removed.

ReAct: Synergizing Reasoning and Acting in Language Models



https://arxiv.org/abs/2210.03629

Self-Reflection: Chain of Hindsight

Chain of Hindsight (CoH) encourages the model to improve on its own outputs by explicitly
presenting it with a sequence of past outputs, each annotated with feedback.

To avoid overfitting, CoH adds a regularization term to maximize the log-likelihood of the pre-
training dataset. To avoid shortcutting and copying (because there are many common words in
feedback sequences)o,mthey randomly mask 0% - 5% of past tokens during training.

30.00

20.00

Score

10.00

0.00

]
m
[ ]
=

]
o

J <,
°
II cG:I\.
[ ]
(7]

Rouge 1

Rouge 2 Rouge L Avg

Loy
CoH ¢l

Chain of Hindsight Aligns Language Models with Feedback

User: Generate a summary of the
following article {article}

A helpful answer: {summary}

User: Generate a good and accurate
summary.

A helpful answer: {summary}

User: Generate a better and more
accurate summary.

A helpful answer:


https://arxiv.org/abs/2302.02676

Element 2: tools
Introduction to tools in LLMSs



Human + tool use: motivations

As humans, we have limited time and memory, feel
tired, and have emotions.

e Human + tool use

Enhanced scalability

Improved consistency

Greater interpretability

Higher capacity and productivity

O O O O




LLMs + tool use: motivations

e Just like human, LLMSs suffer from the similar

limitations. But in the same way,

e LLMs +tool use

Enhanced scalability

Improved consistency

Greater interpretability

Higher capacity and productivity

o2 sQLg
a

O PyTorch

O O O O

|:;| pandas .Zeam
matplstlib

Q Search Google or type a URL

(%) Hugging Face

QA



Element 2: tools
Recent Works



In the case of calculator

e The early version GPT-4 struggled for numeric calculator

152 %

X974

Phoenix

{REF, FE—ATNEER, Bab TSR, Eaat AR LERER?
Hello, | am a large conversational language model currently in the testing stage. How can | assist you?

B 123456789+321456789=7

q XE—MEAREE, 12345678900 E321456789A045 2456456789,

e Using LLM to deal with this, it is a waste of network capacity!



LLMs + tool use in perspective of executable language grounding

Ground language models into executable actions

e Mapping natural language instructions into code or actions executable within various
environments such as databases, web applications, and robotic physical world.

e LM (planning and reasoning) + actions

£ a000|

Data analysis

Web/Apps

Large
Language
Model

<+—--- Stack the blocks on the empty bowl. ®

Control APIs

l Policy Code

block_names = detect ("blocks")
bowl_names = detect ts("bowls")
for bowl_name in bowl_names:
if is_empty(bowl_name):

empty_bowl = bowl_name

break
objs_to_stack = [empty_bowl] |+ block_names
stack_objects(objs_to_stack)

def is_empty(name):
def stack_objects(obj_names)
n_objs = len(obj_names)
for i in range(n_objs - 1):
obj0 = obj_names[i + 1]
obj1 = obj_names[i]
(obj0, obj1)

Robotic physical world

https://openai.com/blog/chatgpt-plugins
https://code-as-policies.qithub.io/



https://openai.com/blog/chatgpt-plugins
https://code-as-policies.github.io/

LLMs + tool use in perspective of

LLMs + tool use in executable language grounding tasks

Inputs

e Language: user question/request
e Toolkit: code, APIs to search engines, self-defined functions, expert models...

e Environment: databases, IDE, web/apps, visual and robotic physical world...

Outputs

e Grounded reasoning code/action seq that can be executed in the corresponding environment
o What tools to select, when and how to use the selected tools



LLMs + tool: PAL, PoT

Chain-of-Thought (Wei et al., 2022)
Input
o) e

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

Q: The bakers at the Beverly Hills Bakery baked 200
loaves of bread on Monday morning. They sold 93 loaves
in the morning and 39 loaves in the afternoon. A grocery
store returned 6 unsold loaves. How many loaves of
bread did they have left?

e , J

The answer is 62.

e

Program of Thoughts Prompting: Disentangling Computation from Reasoning for Numerical Reasoning Tasks

Program-aided Language models (this work)

—{ Input } \
Q: Roger has 5 tennis balls. He buys 2 more cans of

tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

bought balls 2 *3
te S. The answer is
answer = tennis_balls + bought_balls

Q: The bakers at the Beverly Hills Bakery baked 200
loaves of bread on Monday morning. They sold 93 loaves
in the morning and 39 loaves in the afternoon. A grocery
store returned 6 unsold loaves. How many loaves of bread
Qid they have left?

Question: In Fibonacci sequence, it follows the rule that each number is equal to the sum of the preceding two numbers.
|Assuming the first two numbers are 0 and 1, what is the 50th number in Fibonacci sequence?

The first number is 0, the second number is 1, therefore, the
third number is 0+1=1. The fourth number is 1+1=2. The fifth
number is 1+2=3. The sixth number is 2+3=5. The seventh
number is 3+5=8. The eighth number is 5+8=13.
... (Skip 1000 tokens)
The 50th number is 32,432,268,459.

CoT

]
[
|
|
i
|
|
|

length_of_fibonacci_sequence = 50

fibonacci_sequence = np.zeros(length_of_)

fibonacci_sequence[0] = 0

fibonacci_sequence[1] = 1

For i in range(3, length_of_fibonacci_sequence):
fibonacci_sequenceli] = fibonacci_sequenceli-1] +
fibonacci_sequenceli-2]

ans = fibonacci_sequence[-1] PoT

v

32,432,268,459

X

& python @
12,586,269,025

| 4

Question: Ketty saves 20000 dollars to the bank. After three years, the sum with compound interest rate is 1000 dollars more
than the sum with simple interest rate. What is the interest rate of the bank?

The
loaves_sold morning
loaves_sold afternoon 39

loaves_returned 6

The answer is

answer = loaves_baked - loaves_sold morning
- loaves_sold _afternoon + loaves_returned

Assuming the interest rate is x. The sum after two years with
simple interest rate is 20000 + x * 20000 * 3 = 20000 +
60000x. The sum after two years with compoud interest rate
is 20000 * (1 + x) A 3 = 200000 + 60000 * x + 60000x/2 +
20000x/3. The difference can be written as 60000x/2 +
20000xA3 = 1000. In order to solve x, we can use the
quadratic formula. x = (-b +- sqrt(bA2 - 4ac)) / 2a, .... , x =

(-20000 +- 6160) / 120000, x = -0.051333. CoT

interest_rate = Symbol(‘x’)
sum_in_two_years_with_simple_interest= 20000 +
interest_rate * 20000 * 3
sum_in_two_years_with_compound_interest = 20000 * (1 +
interest_rate)**3

# Since compound interest is 1000 more than simple interest.
ans = solve(sum_after_in_yeras_with_compound_interest -
sum_after_two_years_in_compound_interest - 1000,

linterest_rate)

PoT

2 Y,

v oox

-0.051333

PAL.: Program-aided Language Models

& python :ﬁ‘ %

SymPy
x =0.24814

Y



https://arxiv.org/abs/2211.10435
https://arxiv.org/abs/2211.12588

LLMs + webs/apps or personalized functions:

New chat
Function calling example

Now, let's calculate the calories for this

| & I What's the weather like in Boston right now? recipe using WolframAlpha.

Step 1 OpenAl APt
Call the model with functions and the user's input

Request Response

://api.openai.com/vl/chat/completions -u :

Greens Restaurant - San
Francisco, CA on OpenTable

o]

Used Wolfram|Alpha v

The total calories for the Chickpea Salad
recipe are approximately 862 dietary

Calories il

https://openai.com/blog/chatgpt-plugins
Mind2Web: Towards a Generalist Agent for the Web



https://openai.com/blog/chatgpt-plugins
https://arxiv.org/abs/2306.06070

LLMs + webs/apps or personalized functions: ReAct

]

- [ (2) aifworla |
You are in the middle of a room. Looking quickly around
you, you see a cabinet 6, a cabinet 1, a coffee machine 1,
a countertop 3, a stove burner 1, and a toaster 1.

Your task is to: Put some pepper shaker on a drawer.

( ]

2a) Act-Onl
frhct 1: Go to drawer 1 L (20 7 )

Obs 1: The drawer 1 is closed.
Act 2: Open drawer 1
Obs 2: You open the drawer 1. The drawer 1 is open. In it,

you see a dishsponge 2, and a spoon 1.

Act 3: Go to sinkbasin 1

- | (2b) ReAct (Reason + Act) | ~N

Act 1: Think[First I need to find a pepper shaker...more
likely to appear in cabinets (1-6), countertops (1-3), ... ]
Act 2: Go to cabinet 1 A
Obs 2: On the cabinet 1, you see a vase 2.« observations

(Here the agent go to cabinet 1, then cabinet 2, 3, then countertop 1 and 2)

Act 6: Go to countertop 3
Obs 6: On the countertop 3, you see a apple 1, a bread 1,

...... a pepper shaker 1, and a vase 3.

Act 7: Take pepper shaker 1 from countertop 3
Obs 7: You pick up the pepper shaker 1 from the countertop 3.

Act 8: Think[Now I find a pepper shaker 1. Next, I need to
put it in/on drawer 1. ]

Obs 3: On the sinkbasin 1, you see a dishsponge 3, a Act 9: Go to drawer 1
spatula 1, and a spoon 2. Obs 9: Drawer 1 is closed.
Act 4: Take peipershaker 1 from sinkbasin 1 Act 10: Open drawer 1
Obs 4: Obs 10: You open Drawer 1 ..
Act 5: Take peppershaker 1 from sinkbasin 1 X Act 11: Put pepper shaker 1 in/on drawer 1 7
obs 5: NoERing Happensil Obs 11: Yol sepper |
\ N -

ReAct: Synergizing Reasoning and Acting in Language Models
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LLMs + APIs to expert models: HuggingGPT

(0] x ¥ HuggingGPT

Can you describe this picture and count how
many objects in the picture?

I Task e
Planing e

Prediction ~ facebook/

Tl |=] detr-resnet-101 I
/~ ' ) i
III Task Execution

S o

~ nlpconnet/
Prediction . vit-gpt2-image-captioning

II Model
Selection

[ Atext can describe the given image: a herd of
giraffes and zebras grazing in a fields. In
addition, there are five detected objects as
giraffe with score 99.9%, zebra with score 99.7%, zebra
with 99.9%, giraffe with score 97.1% and zebra with
score 99.8%. The bounding boxes are shown in the
above image. | performed image classification, object
detection and image caption on this image. Combining
the predictions of '~
, &8 and ¥
models, | get the results for you.

IV Response
Generation

HuggingGPT: Solving Al Tasks with ChatGPT and its Friends in Hugging Face
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LLMs + APIs to expert models: HuggingGPT

Lots of Al models are available in different fields and modalities,
but cannot handle complex artificial intelligence tasks.

Bx&

HuggingGPT

Can you describe this picture and count how
many objects in the picture?

~

LLM as Controller

[ Atext can describe the given image: a herd of
giraffes and zebras grazing in a fields. In
addition, there are five detected objects as
giraffe with score 99.9%, zebra with score 99.7%, zebra
with 99.9%, giraffe with score 97.1% and zebra with
score 99.8%. The bounding boxes are shown in the
above image. | performed image classification, object
detection and image caption on this image. Combining
the predictions of '+
, &8 and ¥
models, | get the results for you.

I Task
Planing

Prediction

II Model

_________________________________________________________

~ HuggingFace

~ facebook/
=] detr-resnet-101 I

4 ' 3

»| III Task Execution

Selection

Prediction

IV Response
Generation

===

rem—n. 8 o~

~ nlpconnet/
vit-gpt2-image-captioning

HuggingGPT: Solving Al Tasks with ChatGPT and its Friends in Hugging Face
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LLMs + APIs to expert models: HuggingGPT

Please generate an image where a girl is reading a book, and her pose is the same as the boy in the image
example.jpg, then please describe the new image with your voice.

Request |

Stage #2: Model Selection

[T1]
.............................................. jmmmmmmemmmmemmeeeeeeeeem—an.
| task: pose-det. I} task: image-class. | In-context task-model assignment: (< -

; ] ; i
| args: ‘ 1; args: ! | hustvl/yolos-tiny

ac e | H
| image: example.pg || image: <resource-2> |1 Icebonkfdatraesnat101

| €3 TahaDouaii/detr-dac-table-detection
i

oy

! task pose-to-mage |JT____¥_______[T&] ___ ¥ ______ P Mol Crdsinburpigface
| args: 1! task: object-det. |1 task: text-to-speech |

| text:areadinggirl || args: |1 args: ]

| image: cresource-1> |1 jmage: <resource-2> ;| text: <resource-5>

Stage #4: Response Generation

T1] pose-det. T4] object-det.
openpose facebook/detr-resnet
[image-2] [bounding box]

T2] pose-to-image T5] image-to-text

(h 1 lym/sd-ctl-pose nlpconnect/vit-gpt2

! ’\h—‘*,' [ PFE“"WD"> [image-3] “a girl sittingon ...”
e T3] image-class. T6] text-to-speech

google/vit facebook/fastspeech

[classes with prob] [audio-1]

'
| Bounding boxes
1 with probabilities

{"agirlsitting on a bed |
L reading a book )

a@»

[Image-1] = example.jpg [Image-2] = <resource-1> [Image-3] = <resource-2> [Image-4] [Audio-1]

The image you gave me is of "boy". The first thing | did was use =

to analyze the pose of the boy in the image. |
fed that image, specifically located at [Image-1], into the model to get an output image of the pose, located at [Image-2]. Then | take that
pose and generate a new image, located at [Image-3], using ¥ and the instruction "a girl is reading". Next, |

ran object detection on the image generated in the previous step, to get predictions of the objects present in the image, including the box
location. These predictions were run through the = model. The box was drawn on the image, which is located at
[Image-4]. Then, | used the predictions of a image classification model = and a image caption model a

model to generate the caption for newly generated image. It generated text: "a girl sitting on a bed
model to convert the generated text into audio, located at [Audiorll.J

\reading abook". Lastly, | ran the =

The system comprises of 4 stages:

Task Planning: LLM analyze the user's
requests, breaking them down into solvable
tasks through prompts.

Model Selection: LLM is presented with a
list of models to choose from and distributes
the tasks to expert models. LLM.

Task Execution: Expert models execute on
the specific tasks and log results.

Response Generation: LLM receives the
execution results and provides summarized
results to users.

HuggingGPT: Solving Al Tasks with ChatGPT and its Friends in Hugging Face



https://arxiv.org/abs/2303.17580

LLMs + APIs to expert models:

Evaluation for task planning abilities:
e Single Task: The user request involves only one task.
e Sequential Task: The user's request needs to be broken down into a sequence of multiple
subtasks.
e Graph Task: The user's request needs to be decomposed into a directed acyclic graph.

Task Type Diagram Example Metrics

Show me a funny image of  Precision, Recall, F1,

; Task 1
Single Task as a cat Accuracy

Replace the cat with a dog Precision, Recall, F1

S tial Task Taskl —— Task2 — Task3 ) .
sanen e in example.jpg Edit Distance

Task 1 Given a collection of image

A: a.jpg, B: bjpg, C: c ] s
Task4 JPg, JP8; JP8:  Precision, Recall, F1
Graph Task Task2 > Task 6 please tell me which image GPT-4 Score
Task 5 is more like image B in
Task 3 terms of semantic, A or C?

Table 2: Evaluation for task planning in different task types.

HuqgingGPT: Solving Al Tasks with ChatGPT and its Friends in Hugqing Face



https://arxiv.org/abs/2303.17580

LLMs + APIs to expert models:

Challenges to put HuggingGPT into real world usage
1) Efficiency improvement is needed as both LLM inference rounds and interactions with other
models slow down the process;
2) It relies on a long context window to communicate over complicated task content;

3) Stability improvement of LLM outputs and external model services.

HuqgingGPT: Solving Al Tasks with ChatGPT and its Friends in Hugqing Face



https://arxiv.org/abs/2303.17580

LLMs + code, robotic arm, expert models: Code as Policies

User

Large <+—--- Stack the blocks on the empty bowl. @

Language
Model

tion APIs

Control APIs
l Policy Code

block_names = detect_obijects("blocks")
bowl_names = detect_obiects("bowls")
for bowl_name in bowl_names:
if is_empty(bowl_name):

empty_bowl = bowl_name

break
objs_to_stack = [empty_bowl] |+ block_names
stack_objects(objs_to_stack)

l def is_empty(name):

def stack_objects(obj_names):
n_objs = len(obj_names) b
for i in range(n_objs - 1): [t
obj@ = obj_names[i + 1]
obj1 = obj_names[i]
pick_place(objo, obj1)

Code as Policies: Language Model Programs for Embodied Control
Do As | Can, Not As | Say: Grounding Language in Robotic Affordances
ProgPrompt: Generating Situated Robot Task Plans using Large Language Models
Mind's Eye: Grounded Language Model Reasoning through Simulation



https://arxiv.org/abs/2209.07753
https://arxiv.org/abs/2204.01691
https://arxiv.org/abs/2209.11302
https://arxiv.org/abs/2210.05359

LLMs + training for tool use: TALM

Language Model

~ input . output

Tool Augmented Language Model

" input — toolinput |- tool result — output

call : I append
externalk > > tool

tool result

TALM: Tool Augmented Language Models

TALM: Tool Augmented Language Models



https://arxiv.org/abs/2205.12255

LLMs + training for tool use: Toolformer

The New England Journal of Medicine is a registered
trademark of [QA(“Who is the publisher of The New
England Journal of Medicine?”) — Massachusetts
Medical Society] the MMS.

Out of 1400 participants, 400 (or [Calculator(400 / 1400)
— 0.29] 29%) passed the test.

The name derives from “la tortuga”, the Spanish word for
[MT(“tortuga”) — turtle] turtle.

The Brown Act is California’s law [WikiSearch(“Brown
Act”) — The Ralph M. Brown Act is an act of the

WIKIPEDIA

California State Legislature that guarantees the public's
right to attend and participate in meetings of local
legislative bodies | that requires legislative bodies, like
city councils, to hold their meetings open to the public.

Toolformer: Language Models Can Teach Themselves to Use Tools



https://arxiv.org/abs/2302.04761

LLMs + training for tool use: Toolformer

LM Dataset —> ; — ma— 3.
Sample API Calls Execute API Calls Filter API Calls
X, =Pittsburgh s ¢;' = What other name is r;! = Steel City L(c;' — Steel City)
"7 also known as Pittsburgh known by? <min(L(c;' — €), L(e))
X;,, = the Steel City c¢;2 = Which country is r = United States L(c;>— United States)

Pittsburgh in? > mjn(Li(ci2 —£), Li(e))

Toolformer: Language Models Can Teach Themselves to Use Tools

LM Dataset
with APl Calls

X" = Pittsburgh is
also known as
[QA(What ...?
— Steel City)]
the Steel City.


https://arxiv.org/abs/2302.04761

Element 2: tools
Evaluation of tools in LLMSs



Evaluation: API-Bank

API-Bank is a benchmark for evaluating the performance of tool-augmented LLMs. It contains 53
commonly used API tools, a complete tool-augmented LLM workflow, and 264 annotated

dialogues that involve 568 API calls.

API Pool
& »
a$ n c External Service
Account Information Health .
Management Retrieval Ll < > —
- =] |5
- e e o Q00| |m
= Ch 000
Al — L=
Schedule Smart Finance
UL Management Home Management
A | Give Up
N \4 3] Y S17
/\O/\ > API Call? >~ Yes-» —><_Found? ~Yes> | P | < Satistied? >—ves—> G
| A A |
No No No I

Figure 1: The proposed Tool-Augmented LLMs paradigm.

API-Bank: A Comprehensive Benchmark for Tool-Augmented LLMs



https://arxiv.org/abs/2304.08244

Evaluation: API-Bank

Evaluation index

Level-1: Evaluate LLM's ability to call the API (Accuracy); given a description of the API, the
model needs to determine whether to call the API.

Level-2: Further evaluate LLM’s ability to retrieve APIs (Rouge); the model needs to retrieve
APIs that may solve user needs.

Level-3: Examine the ability of LLM planning API (number of turns).

level-1  level-2  level-3
Num of Dialogues 214 50 &
Num of API calls 399 135 34

Table 1: The statistics of API-Bank.

API-Bank: A Comprehensive Benchmark for Tool-Augmented LLMs



https://arxiv.org/abs/2304.08244

Evaluation: GPT4Tools

4 Image Content N Tool Pocket )
B A person is leaning low on their motorcycle
on the tracks.

A person leaning down on a motorcycle as

they ride on a track. r:q:‘ A
A man is nearly sideways while racing a w7

momrcyc.le around a t_rac.k'. Detection  Generation OCR
A man with a helmet is riding a motorcycle on| | =

it's side. ‘ A
motorcycle: [179.44, 105.55, 411.64, 220.7] —

<tool name>:
<usage scenario>, <arguments>

. person: [136.26, 77.72, 356.95, 124.75] j \__Caption Sose Y,
¥
| ®  chatGpT |
\7
/" Instruction Dataset | Instruction DO Tneed )
Instruction: use a tool?,
Prefix Prompt. o
Human: Provide an image named <image> I-EI <
Description: <image content> GPT4Tools
AI: Received
New input: <user input> Language
Suffix Prompt.

Model

Response:

Thought: Do I need to use a tool? Yes
Action: <tool name>

Action Input: <arguments>

Observation: <output image>
\ outp g / Response

Instruction Response

1
‘ User

Figure 1: Diagram of the GPT4Tools. We prompt the ChatGPT with image content and definition of
tools in order to obtain a tool-related instruction dataset. Subsequently, we employ LoRA [38] to
train an open source LLM on the collected instruction dataset, thus adapting the LLM to use tools.

A |

GPT4Tools: Teaching Large Language Model to Use Tools via Self-instruction



https://arxiv.org/abs/2305.18752

Extension-3 Evaluation:

e Successful Rate of Thought measures whether the predicted decision matches the
groundtruth decision.

e Successful Rate of Action measures whether the predicted tool name is in agreement with
the name of the ground truth tool.

e Successful Rate of Arguments evaluates whether the predicted arguments match the ground-
truth arguments.

e Successful Rate measures whether a chain of actions are executed successfully, which
requires the correctness of thought, tool name, and tool arguments.

GPT4Tools: Teaching Large Language Model to Use Tools via Self-instruction



https://arxiv.org/abs/2305.18752

Element 2: tools
Challenges and future work



Challenges and future work

e Complexity: more complex domain professional/unseen tools?
e Interactivity: go beyond single turn?
e Evaluation: multiple possible solutions? Real-time interactive evaluation?
e Efficiency: smaller models?
e Reliability: know when to abstain, know its capacity, memorizing and querying tools?
e Others
o Better tool API design/tool making?

o Personalization?

oooooo



Element 3: Memory



LLM Agent Memory:

1. Sensory Memory: This is the earliest stage of memory, providing the ability to retain impressions of
sensory information (visual, auditory, etc) after the original stimuli have ended. Sensory memory typically
only lasts for up to a few seconds. Subcategories include iconic memory (visual), echoic memory
(auditory), and haptic memory (touch).

2. Short-Term Memory (STM) or Working Memory: It stores information that we are currently
aware of and needed to carry out complex cognitive tasks such as learning and reasoning. Short-term
memory is believed to have the capacity of about 7 items (Miller 1956) and lasts for 20-30 seconds.

3. Long-Term Memory (LTM): Long-term memory can store information for a remarkably long time,
ranging from a few days to decades, with an essentially unlimited storage capacity.

There are two subtypes of LTM:

a. Explicit / declarative memory: This is memory of facts and events, and refers to those memories
that can be consciously recalled, including episodic memory (events and experiences) and semantic
memory (facts and concepts).

b. Implicit / procedural memory: This type of memory is unconscious and involves skills and
routines that are performed automatically, like riding a bike or typing on a keyboard.



LLM Agent Memory: Types of Memory in LLMs

Iconic memory (visual)

r Sensory memory Echoic memory (auditory)
Haptic memory (touch)

Memory | Short-term memory (Working memory)

Explicit / Declarative memory

(conscious) Semantic memory (facts, concepts)

{ Episodic memory (life events)

. Long-term memory
Implicit / Procedural memory (unconscious; skills)

1. Sensory Meory: learning embedding representations for raw inputs, including text, image or
other modalities; [Vision encoder/speech encoder]

2. Short-Term Memory (STM): in-context learning. It is short and finite, as it is restricted by
the finite context window length of Transformer. [prompt engineering]

3. Long-Term Memory (LTM): the external vector store that the agent can attend to at query
time, accessible via fast retrieval. [Retrieval-augmented LMs ]



Element 3: memory
Introduction to Retrieval-Augmented LMs (RAG)



Retrieval-based language models (LMs)
Retrieval-based LMs = Retrieval + LMs

Tomnto e 0,52

e It isalanguage model P, | %, %, -, %, 1)
The capital city of Ontariois _

Orlawa I .31
Vancouver messss 0.13
Montreal = 0.03

(can be broadly extended to masked language Calgary » 001

models or encoder-decoder models)

e It retrieves from an external datastore (at least during inference time)

Input
Datastore ¥
bR Al A AN N A T
O s AR e W s Query ] )
SN l (Also referred to semiparametric
N e + and non-parametric models)

SRR

—_— 5 5

e



Why retrieval-based LMs?

LLMs can’t memorize all (long-tail) knowledge in their parameters

ChatGPT

List 5 important papers authored by Geoffrey Hinton

Geoffrey Hinton is a renowned computer scientist ...
Here are five important papers authored by him:

1. "Learning Internal Representations by Error
Propagation” (with D. E. Rumelhart and R. J.
Williams) - This paper, published in 1986, ..

2. "Deep Boltzmann Machines" (with R.
Salakhutdinov) - Published in 2009, ..

4. "Deep Learning"” (with Y. Bengio and A. Courville)
- Published as a book in 2016,...

5. "Attention Is All You Need" (with V. Vaswani, N.
Shazeer, et al.) - Published in 2017, this paper
introduced the Transformer model,...

What is Kathy Saltzman’s occupation?

1 Memorized in parameters
= don't use retrieval

What is Kathy ' {What is the capital of |

Accuracy

Saltzman’s occupation?

Louisiana?

1 Il unassisted LM

o
&

(=]
o

m retrieval- augmented

1

| |||
v
||i
10°

10° 104
Popularity

GPT-3 davinci-003: 20%-30% accuracy

When Not to Trust Language Models



https://arxiv.org/pdf/2212.10511.pdf

Why retrieval-based LMs?

LLMs’ knowledge is easily outdated and hard to update

ChatGPT

Who is the CEO of Twitter?

As of my knowledge cutoff in September 2021, the
CEO of twitter is Jack Dorsey....

Exsiting knowledge editing methods are
still NOT scalable (active research!)

The datastore can be easily updated and
expanded - even without retraining!

Google

Q Al () News [5] images < Shopping [¢] Videos

About 1,090,000,000 results (0.45 seconds)

Twitter / CEO

Linda Yaccarino

Jun 5, 2023~

Datastore

TN
‘ \}%‘?"%b“\S“‘s*‘@‘
O
X ,'

N
o Bk W2 B 2 ORY

Who is the CEO of Twitter?

SRS Q\&
O m\\‘y Q‘s@; XY
R

i More Tools

When Not to Trust Language Models



https://arxiv.org/pdf/2212.10511.pdf

Why retrieval-based LMs?

LLMs’ output is challenging to interpret and verify

Generating text with citations

~Question

Datastore
When did the US break away from England?

N :::;;a\\\wmgm e
‘{Q\)\\“&. e \ QAR = S
\Wv S SEh
\ < Ny

N
D‘;\ o \‘“@%\\“‘

The US took the first step towards gaining independence from
GB when it declared independence on July 2, 1776 (although the

@' ~Model output

LLM | event is now commemorated on July 4, 1776, the date when the
g Declaration of Independence was officially adopted by Congress)
2 [1][2]. The Treaty of Paris was later signed on September 3, 1783,
§ formally separating the United States from the British Empire [3].
g [1] Decolonization of [2] Decolonization: ... | | [3] American Revolu-
' the Americas: ... in- It was officially adop- | | tion: ... The Treaty of

Can trace knOWIedge source Cms dependence from GB | | ted by Congress on Paris was signed

H P onJuly2,1776 ... July 4, 1776 ... September 3, 1783 ...
from retrieval results - better \

interpretability & control

WebGPT: Browser-assisted question-answering with human feedback

Teaching language models to support answers with verified quotes



https://arxiv.org/abs/2112.09332
https://arxiv.org/abs/2203.11147

Why retrieval-based LMs?

LLMs’ output is challenging to interpret and verify

(), Create an itinerary for exploring Toronto over a span of two days. 0 [

0, b5 9

Toronto is a vibrant and diverse city with many attractions
and activities to suit different tastes and preferences. Here
are some suggestions for creating an itinerary for exploring
Toronto over two days:

* Day 1: Start your day with a visit to the CN Tower, the
iconic landmark that offers panoramic views of the city
and beyond ' . You can also experience the thrill of
walking on the glass floor or the EdgeWalk, the world’s
highest hands-free walk <
Lawrence Market, one of the wo
markets, where you can sample a variety of cuisines an

local specialties * . After lunch, take a stroll along Queen

West, a trendy neighborhood with eclectic shops,
galleries, cafes and street art * . In the evening, enjoy a

show at one of the many theaters or comedy clubs in the

Entertainment District, or catch a game at the
Scotiabank Arena if you're a sports fan.

ext, head to the nearby St.

Learn more:

« Day 2: Explore the history and culture of Toronto at the
Royal Ontario Museum, one of the largest and most
comprehensive museums in North America, featuring
exhibits on art, natural history, world cultures and more

* . Then, hop on a ferry to the Toronto Islands, a group
islands that offer a relaxing escape from the city, with

1.cntowerca 2. travel.usnews.com 3. bing.com

4.rom.on.ca 5. tripadvisor.com




Why retrieval-based LMs?

LLMs are shown to easily leak private training data

Category Count
US and intcrnational ncws 109
Prefix Log files and error reports 79
East Stroudsburg Stroudsburg... J License, terms of use, copyright notices 54
Lists of named items (games, countries, etc.) 54
Forum or Wiki entry 53
Valid URLs 50
GPT-2 INamed individuals (non-news samples only) 46 |
‘Promotional content (products, subscriptions, etc.) 45
High entropy (UUIDs, base64 data) 35
. !"Contact info (address, email, phone, twitter, ctc.) 32j
Memorized text | Code 3l
Corporation Seabank Centre Conliguration files 30
Marine Parade Southport Religious texts 25
Pseudonyms 15
.com Donald Trump tweets and quotes 12
Web forms (menu items, instructions, etc.) 11
Tech news 11
b Lists of numbers (dates, sequences, elc.) 10

Individualization on private data by storing it in the datastore

Extracting Training Data from Large Language Models



https://arxiv.org/abs/2012.07805

Why retrieval-based LMs?

LLMs are large and expensive to train and run

Datastore

Long-term goal: can we possibly reduce the training
and inference costs, and scale down the size of LLMs?

e.g., RETRO (Borgeaud et al., 2021): “obtains comparable
performance to GPT-3 on the Pile, despite using 25x fewer
parameters”



https://arxiv.org/abs/2112.04426

Definition of Retrieval-based LM

A language model (LM) that uses an external datastore at test time

Typical LMs Retrieval-based LMs

h 7
ORI
\\’;&'3&\\‘&?“@&%%&

Sy g S Datastore! :
N

g (o VR AQTTs Do N 3
\ RSN ‘\\‘*‘?ﬁ}«"‘&?’» PR
h‘&*“n@&i‘;‘g&ﬁg&yg& & ADROBL R
The capital city of Ontario is Toronto The capital city of Ontario is The capital city of Ontario is Toronto The capital city of Ontariois _____

Y, ! Y, |

Training time Test time Training time Test time

Yo




Definition of Retrieval-based LM

A language model (LM) that uses an external datastore at test time

Inference: Index

Input

Retrieval input
(not necessarily input to the LM)

- A T A S N NN RS
b‘?@??xﬁﬁ%‘@@‘&‘%g&%g‘
A\ 3\ RN \&\ MR

NN

:.\\\*(\_Q‘\ \Q\\.\.\\&\\\m\;: SREeR

!

O

NN **’m%"“

»ﬁ\v“‘«‘&@ \“ W QR
(®)

that are the most similar to the query

Datastore

,g Find a small subset of elements in a datastore



Definition of Retrieval-based LM

A language model (LM) that uses an external datastore at test time

Goal: find a small subset of elements in a datastore
that are the most similar to the query

sim: a similarity score between two pieces of text



Definition of Retrieval-based LM

A language model (LM) that uses an external datastore at test time

Goal: find a small subset of elements in a datastore
that are the most similar to the query

sim: a similarity score between two pieces of text

# of total d
sun(z,j) =@X 10g® of total docs

of docs containing i
# of occurrences of i inj



Definition of Retrieval-based LM

A language model (LM) that uses an external datastore at test time

Goal: find a small subset of elements in a datastore
that are the most similar to the query

sim: a similarity score between two pieces of text

# of total d
sun(z,j) =@DX logo of total docs

C}# of docs containing i
# of occurrences of i inj

S sim(i, /) = Encoder(i) - Encoder(j)

Maps the text into an A-dimensional vector




Definition of Retrieval-based LM

A language model (LM) that uses an external datastore at test time

Goal: find a small subset of elements in a datastore
that are the most similar to the query

sim: a similarity score between two pieces of text

(V) # of total docs An entire field of
sun(z,]) =@Dx log—= study on how to get
C)# of docs containing i o i
# of occurrences of i in j similarity function
better

S sim(i, /) = Encoder(i) - Encoder(j)

Maps the text into an A-dimensional vector




Definition of Retrieval-based LM

A language model (LM) that uses an external datastore at test time

Goal: find a small subset of elements in a datastore
that are the most similar to the query

sim: a similarity score between two pieces of text

Index: given g, return argTop-k -4 S1m(q, d) through fast nearest neighbor search

Software: FAISS, Distributed FAISS, SCaNN, etc...



Definition of Retrieval-based LM
Software: FAISS, Distributed FAISS, SCaNN, etc...

Method

Exact Search
for L2

Exact Search
for Inner
Product

Hierarchical
Navigable Small
World graph
exploration

Inverted file
with exact
post-
verification

Locality-
Sensitive
Hashing (binary
flat index)

Scalar
quantizer (SQ)
in flat mode

Product
quantizer (PQ)
in flat mode

IVF and scalar
quantizer

IVFADC (coarse
quantizer+PQ
on residuals)

IVFADC+R
(same as
IVFADC with re-
ranking based
on codes)

Class name

IndexFlatL2

IndexFlatIP

IndexHNSWF Lat

IndexIVFFlat

IndexLSH

IndexScalarQuantizer

IndexPQ

IndexIVFScalarQuantizer

IndexIVFPQ

IndexIVFPOR

index_factory

“Flat™

“Flat*

“HNSW, Flat”

"IVFx,Flat"

"gQ8"

e
“PQ"M"x"nbits

"IVFx, 504"
*IVFx,SQ8"

"IVFx,PQ"y"x"nbits

“IVFx, PQy+z"

Main parameters

quantizer , d,
nlists ,
metric

d, nbits

d, M, nbits

quantizer , d,
nlists , qtype

quantizer, d,
nlists, M,
nbits

quantizer, d,
nlists, M,
nbits ,
M_refine ,
nbits_refine

Bytes/ Ci s
xd yes brute-force
G — also for cosine (normalize
* ¥ vectors beforehand)
Axd + x % M x
no
2=4
Takes another index to
assign vectors to inverted
dxd + 8 no lists. The 8 additional bytes
are the vector id that needs
to be stored.
optimized by using random
ceil(nbits/8) yes rotation instead of random
projections
3 e 4 and 6 bits per component
are also implemented.
ceil(M = nbits
yes
/ 8)
SQfp16:2* d +
Same as the
Gnis SEEr IndexScalarQuantizer
ndex uant iz
SQ4: d/2 +8
ceil(M =
no
nbits/8)+8
M+M_refine+8 no

Exact Search

111
:C]: oo
p= = (mm]
TTTT

CPU vs. GPU

Approximate Search
(Relatively easy to scale to ~ | B elements)

https://github.com/facebookresearch/faiss/wiki



https://github.com/facebookresearch/faiss/wiki

Questions to answer

What’s the query & Input
when do we retrieve? ,&
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Datastore



Questions to answer

What’s the query & Input
when do we retrieve? ,&
=2 TN ISR RN s
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Datastore

What do we retrieve?



Questions to answer

What’s the query & Input
when do we retrieve? ,&
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Datastore



Popular Retrieval-based LMs



Retrieval-based LMSs: REALM: Retrieval-Augmented Language Model Pre-Training [link]

x = World Cup 2022 was the last with 32 teams before the increase to [MASK] in 2026.


https://arxiv.org/abs/2002.08909

Retrieval-based LMSs: REALM: Retrieval-Augmented Language Model Pre-Training [link]

x = World Cup 2022 was the last with 32 teams before the increase to [MASK] in 2026.

World Cup 2022 was ... the increase to [MASK] in 2026.

+

48


https://arxiv.org/abs/2002.08909

Retrieval-based LMSs: REALM: Retrieval-Augmented Language Model Pre-Training [link]

x = World Cup 2022 was the last with 32 teams before the increase to [MASK] in 2026.

FIFA World Cup 2026 will expand to 48
teams

q (=x) + .
i World Cup 2022 was ... the increase to [MASK] in 2026.

:

4,
v

48

FIFA World Cup 2026 | |

k chunks of text
(passages)

will expand to 48 teams.

1

T



https://arxiv.org/abs/2002.08909

Recent research on Retrieval-based LMs
REALM: Retrieve Stage

FIFA World Cup 2026

will expand to 48 teams. m\
In 2022, the 32 national / .
teams involved in the m
@

tournament.

Team USA celebrated z = Encoder(z)

after winning its match m

against Iran ...

Wikipedia
13M chunks (passages)
(called documents in the paper)



Recent research on Retrieval-based LMs
REALM: Retrieve Stage X = World Cup 2022 was ... the increase to [MASK] in 2026.

FIFA World Cup 2026
will expand to 48 teams. m\
o
@
In 2022, the 32 national ) o

®
teams involved in the m - o )

tournament. / o ®
Team USA celebrated z = Encoder(z)

after winning its match m/ x = Encoder(x)

against Iran ...

Wikipedia
13M chunks (passages)
(called documents in the paper)



Recent research on Retrieval-based LMs

REALM: Retrieve Stage X = World Cup 2022 was ... the increase to [MASK] in 2026.
FIFA World Cup 2026 m Fast nearest neighbor search

will expand to 48 teams.
o

@
In 2022, the 32 national /” 3
®

teams involved in the

tournament. °

Team USA celebrated z = Encoder(z)

after winning its match m x = Encoder(x)
against Iran ...
Wikipedia 2., Z = arglop-k(X - z)

13M chunks (passages) k retrieved chunks
(called documents in the paper)



Recent research on Retrieval-based LMs
REALM: Read Stage



Recent research on Retrieval-based LMs
REALM: Read Stage

Weighted average



Recent research on Retrieval-based LMs
REALM: Read Stage

Weighted average

/*‘ 0 if not one of top k
Y Pzl ))P(y|x,2)

INeed to approximate @  from the from the
— Consider top k chunks only retrieve stage  read stage




Recent research on Retrieval-based LMs

REALM: Retrieval-Augmented Language Model Pre-Training [link]

e \Vhat to retrieve?
o Chunks
o Tokens
o Others

e How to use retrieval?
o Input layer /
o Intermediate layers
o Output layer

e \/Vhen to retrieve?
o Once
o Every ntokens (n>1)
o Every tokens

- Unlabeled text, from pre-training corpus (X) -
E The [MASK] at the top of the pyramid (z)

Textual retrieve l
knowledge | ----- Neural Knowledge Retriever ~ p9(2|$)j
corpus (Z) l

i Retrieved dOCUI‘T‘IeI’I‘t”“““‘““‘““‘"“I
. The pyramidion on top allows for less
' material higher up the pyramid. (z)

__________________________________________

- Query and document —--l ————————————————————— -

E [CLS] The [MASK] at the top of the pyramid i

E[SEP] The pyramidion on top allows for less
material higher up the pyramid. (r,z)

[Knowledge-Augmented Encoder ~ pg(y|z, z)j

g Answer aastonssansaanan
+ [MASK] = pyramidion (y)

___________________________

End-to-end backpropagation


https://arxiv.org/abs/2002.08909

Recent research on Retrieval-based LMs
REALM and subsequent work

e REALM (Guu et al 2020): MLM followed by fine-tuning, focusing on open-domain QA
e DPR (Karpukhin et al 2020): Pipeline training instead of joint training, focusing on open-

domain QA (no explicit language modeling)

e RAG (Lewis et al 2020): “Generative” instead of “masked language modeling”, focusing on
opendomain QA & knowledge intensive tasks (no explicit language modeling)

e Atlas (Izcard et al 2022): Combine RAG with retrieval-based language model pre-training
based on the encoder-decoder architecture (more to come in Section 4), focusing on open-
domain QA & knowledge intensive tasks

Papers that follow this approach focusing on LM perplexity have come out quite recently
(Shi et al. 2023, Ram et al. 2023)



Recent research on Retrieval-based LMs

Perplexity: The lower the better = No Retrieval ® In-Context RALM (BM25)

40.0
401
300
o L 304
3
= 24.4
g— 200
19.2
* 159 10 13.8 138
- E B o Em @m
OPT-13B OPT-30B OPT-66B

OPT-125M OPT-350M OPT-1.3B OPT-2.7B OPT-6.7B

WikiText-103

B No Retrieval ® In-Context RALM (BM25)

18.0

w
=3
w
~

Perplexity

10.4
8.7
7.9 - 8.0 =
2 g 7.2

3.0
OPT-125M OPT-350M OPT-1.3B OPT-2.7B OPT-6.7B OPT-13B OPT-30B OPT-66B

Retrieval helps over all sizes of LMs



Recent research on Retrieval-based LMs
Summary of recent works

What do retrieve?
Text chunks

REALM (Guu et al 2020)

Retrieve-in-context LM (Shi et al
2023, Ram et al 2023)

RETRO (Borgeaud et al. 2021)
kNN-LM (Khandelwal et al. 2020)

Text chunks

Text chunks
Tokens

FLARE (Jiang et al. 2023) Text chunks

Adaptive kNN-LM (He et al 2021,

Alon et al 2022, etc) Tokens

Entities as Experts (Fevry et al.
2020), Mention Memory (de Jong
et al. 2022)

Entities or entity
mentions

Wu et al. 2022, Bertsch et al. 2023, BRI ¥ aSal ¥ ige]11!
Rubin & Berant. 2023 the input

How to use retrieval?
Input layer

Input layer

Intermediate layers
Output layer

Input layer

Output layer

Intermediate layers

Intermediate layers

When to retrieve?
Once

Every n tokens

Every n tokens
Every token

Every n tokens
(adaptive)

Every n tokens
(adaptive)

Every entity mentions

Once or every n
tokens



Recent research on Retrieval-based LMs
Training methods for retrieval-based LMs *

Back-
l l propagate

R R N
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% DR TR R S e
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e

Back-propagate * o
Training LMs can

|
) Output be very expensive!

Too large! Expensive to update

Datastore index during training!
e |Independent training
e Sequential training
e Joint training w/ asynchronous index update
e Joint training w/ in-batch approximation



Recent research on Retrieval-based LMs
Training methods for retrieval-based LMs

e Independent training
e Sequential training
e Joint training w/ asynchronous index update

e Joint training w/ in-batch approximation



Training methods for retrieval-based LMs
Independent training

Retrieval models and language models are trained independently
- Training language models

Input—-—-——b“——-*Output
Q* .

Back-propagate |
Minimize —log Ppy(y|x)

- Training retrieval models _
Sparse retrieval models: TF-IDF / BM25

No training needed!

Retriever m

Dense retrieval models: DPR
Contrastive learning with “in-batch”
nesgatives

Query



Training methods for retrieval-based LMs
Independent training

B No Retrieval B BERT
40

37.8{37.9
]]i
10

GPT-2 117M (S)

Contriever B Spider W BM25

Perplexity
8

]
o

20.0

GPT-2 1.5B (XL)
Better retrieval model )

- Better retrieval-based LMs
Better base LMs

Each component can be improved separately



Training methods for retrieval-based LMs
training

&

Work with off-the-shelf models (no extra training required)

&

Each part can be improved independently
.

LMs are not trained to leverage retrieval

Retrieval models are not optimized for LM tasks/domains



Recent research on Retrieval-based LMs
Training methods for retrieval-based LMs

e Independent training
e Sequential training
e Joint training w/ asynchronous index update

e Joint training w/ in-batch approximation



Training methods for retrieval-based LMs
Seguential training

- One component is first trained independently and then fixed

- The other component is trained with an objective that depends on the first one

Retriever | Retriever




Training methods for retrieval-based LMs

Seguential training

- One component is first trained independently and then fixed

- The other component is trained with an objective that depends on the first one

Datastore

Back-
propagate

Y

X Stop-gradient



Training methods for retrieval-based LMs
training

&

&
&

Retrievers are trained to provide text that helps LMs the most
|

Work with off-the-shelf components (either a large index or a powerful LM)

LMs are trained to effectively leverage retrieval results

One component is still fixed and not trained



Recent research on Retrieval-based LMs
Training methods for retrieval-based LMs

e Independent training
e Sequential training
e Joint training w/ asynchronous index update

e Joint training w/ in-batch approximation



Training methods for retrieval-based LMs
Challenges of updating retrieval models
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Re-indexing will be very expensive!



Recent research on Retrieval-based LMs
Training methods for retrieval-based LMs

e Independent training
e Sequential training
e Joint training w/ asynchronous index update

e Joint training w/ in-batch approximation



Training methods for retrieval-based LMs
Joint training w/ asynchronous index update

- Retrieval models and language models are trained jointly

- Allow the index to be “stale”; rebuild the retrieval index every T steps

o propagate
e o
:\.ﬁ“ﬁ\?ﬁﬁ@w

SRR

_§3‘-S‘ AN 23 e
R

Back-
—

Back-propagate w/ l
asynchronous update

Datastore



Training methOdS fOr FEtrieval-baSEd LMS REALM: Retrieval-Augmented Language Model Pre-Training

Leveraging Passage Retrieval with Generative Models for

Joint training w/ asynchronous index update Open Domain Question Ansiering

Asynchronous index update

A A AT N
5 S R
\‘mx\ii‘\%‘&g%“mg&x,

\'t%\\\\\\g@‘_s\‘g\.\\w A

Updated
Encoder

AN
A ERENDS IR

RS O

Updated
Encoder

Updated
Index

T updates Refresh
Datastore


https://arxiv.org/abs/2002.08909
https://arxiv.org/abs/2007.01282

Recent research on Retrieval-based LMs
Training methods for retrieval-based LMs

e Independent training
e Sequential training
e Joint training w/ asynchronous index update

e Joint training w/ in-batch approximation



Training methods for retrieval-based LMs
Joint training w/ in-batch approximation

- Retrieval models and language models are trained jointly
- Use “in-batch index” instead of full index

Input

|

Back-
+ propagate

D
PN In-batch approximation sSyss
D > @%ﬁ%
<+ IR
Back-propagate
Training batch l

Output



Training methods for retrieval-based LMs oot Maked Lot Modeling

Training Language Models with Memory Augmentation

Joint training w/ in-batch approximation

>100M

v\\s\‘.}_\g@‘?‘“ “‘“&% .
Qs‘ : Full index
%ﬁ‘\ S x‘s‘.\*\\%“ 4
(o)
LNGSY $v°’ \\1 g@&
; *00 o & \

Full corpus Re-indexing will be very expensive!

~10K

. ]
i 4 ENcoder In-batch index
EEEE——

Training batch Computed on the fly for each batch!


https://arxiv.org/abs/2212.01349
https://arxiv.org/abs/2205.12674

Training methods for retrieval-based LMs

Joint training

ﬁ End-to-end trained — each component is optimized

ﬁ Good performance

|
’ Training is more complicated (async update, overhead, data batching, etc)

|
Train-test discrepancy still remains



Training methods for retrieval-based LMs
Summary

Training method

Independent training * Easy to implement: off-the-shelf
(Ram et al 2023; Khandelwal et al 2020) models * Models are not end-to-end trained
Sequential training % Easy to improve: sub-module — suboptimal performance
(Borgeaud et al 2027; Shi et al 2023) can be separately improved

Joint training: async update
(Guu et al 2020; Izacard et al 2022) . * Training may be complicated
* End-to-and tralned — very good (overhead, batching methods, etc)

Joint training: in-batch approx performance! . ) . .
(Zhong et al 2022; Min et al 2023; Rubin and * Train-test dlscrepancy still remains

Berant 2023)



Element 4: action



Action: Introduction

In the construction of the agent, the action module receives action sequences sent by the
planning module and carries out actions to interact with the environment.

( Action

—(Textual Output §3.3. l]

{ Learning tools

{ Tools §332

{ Using tools

Embodied
Action §3.2.2

-[ Making tools

LLM-based

Embodied actions |

H
il
.

Toolformer [92], TALM [326], Instruct- |
GPT [24], Clarebout et al. [327], etc.

WebGPT [90], OpenAGI [211], Visual
ChatGPT [328], SayCan [179], etc.

LATM [329], CREATOR [330],
SELF-DEBUGGING [331], etc.

SayCan [179], EmbodiedGPT [121],
InstructRL [332], Lynch et al. [333],
Voyager [190], AlphaBlock [334], DEPS
| [183], LM-Nav [335], NavGPT [336], etc. )

Prospective to the )

embodied action

rMineDoj(:o [337], Kanitscheider et al. [338]:

lDECKARD [339], Sumers et al. [340], etc. |

Figure 5: Typology of the action module.



Action:

In the pursuit of Artificial General Intelligence (AGIl), the embodied agent is considered a
pivotal paradigm while it strives to integrate model intelligence with the physical world.

Al agents
Can be robots, virtual assistants,
or other intelligent systems

Pé‘rceptuol inputs

Equipped with sensors that import
data from their surroundings,
along with Al systems that can
analyze and ‘learn’ from data

Interactive learning

The Al-powered agents learn from
interacting with the environment
until it reaches it goal

Embodied Al

World model

Develop an abstract
representation and
understanding of the
spatial or temporal
dimensions of our world

!.\ C

Goal

Create agents that can
learn to solve complex tasks,
such as motion planning and
navigation, by interacting
with their environment




Action: Embodied Al

Embodied Al should be capable of actively perceiving, comprehending, and interacting with
physical environments, making decisions, and generating specific behaviors to modify the
environment based on LLM’s extensive internal knowledge. We collectively term these as

embodied actions, which enable agents’ ability to interact with and comprehend the world in a
manner closely resembling human behavior

Games/entertainment Smart warehouses

Embodied Al can transform industries and improve lives



Action:

The potential of LLM-based agents for embodied actions.

e Cost efficiency: Some on-policy algorithms struggle with sample efficiency as they
require fresh data for policy updates while gathering enough embodied data for high-
performance training is costly and noisy.

e Embodied action generalization: An agent’s competence should extend beyond specific
tasks. When faced with intricate, uncharted real-world environments, it’s imperative that
the agent exhibits dynamic learning and generalization capabilities

e Embodied action planning: Planning constitutes a pivotal strategy employed by humans
In response to complex problems as well as LLM-based agents.



Embodied Al: PaLM-E: An Embodied Multimodal Language Model

PaL.M-E transfers knowledge from visual-language domains into embodied reasoning — from
robot planning in environments with complex dynamics and physical constraints, to answering

questions about the observable world.

Task and Motion Planning

MGG Nsol pilesicn PaLM-E: An Embodied Multimodal Language Model
Given <emb> ... <img> Q: How to grasp blue block? A: First, grasp yellow block % SRR O oW
{ SP Diue DIOCK !
? ViT A: First grasp yellow

block and place it on
the table, then grasp
the blue block.

Large Language Model (PaLM)
Tabletop Manipulation

o to the drawers, 2. Open

Given <img»> Task: Sort
top drawer. | see <img>. 3. Pick the greenrice =

X ( \ orner
chip bag from the drawer and place it on the Control < A: First, grasp yellow block and ... Step 1. Push the green
ter. ‘
COMISE star to the bottom left.
Visual Q&A, Captioning ... Language Only Tasks S'tep 2. Push the green
Describe the circle to the green star.
¢ <img> Q:What'sin the following <img> Here is a Haiku about
mage? An rin A dog jumping embodied language models n? A: Atlantic.
P ' over a hurdle at a Embodied language ) s3
dog show. models are the future of Language models trained ¢ data can
natural language be used to gmde a robot s actions.

PalLM-E: An Embodied Multimodal Language Model



https://arxiv.org/abs/2303.03378

Recap of Agent



Recapl: four key components of LLM Agent

Calendar ()

Calculator()

CodeInterpreter()

i

Short-term memory

Long-term memory

Search()

...mare

3 3
Memory [~~~ -~ e s 1
! v
I
T ; —»{ Reflection
Tools |<— Agent [ Planning »| Self-critics
I
: l —»| Chain of thoughts
|
|
------ > Action —»| Subgoal decomposition




Recap2: the development of LLM agents

Number of Papers ( cumulated )

T g 0 —— D -
: GGeneral Agent R 9!59 (==
i . . o @ === 5
: R > = s
worl Il Toonge  (Eea s e
— i DSimulahon Agent E ;- — - =
: :]Embomed Agent | =+ i =
100 4 : : e R GO0 =" § (8] o L Toolformer 2023-2 J ™
i C] Game Agent )| q \ 1  coum20237 |
80 1 E : Web Agent i I gl‘ g “%r" Miriozwss?ozls
60 - :\ B Assistant Agent /: [ Tnner Momlog;e 20227 L AutoGPT 20233 )
401 \ = > 10- =
b CoT 2022-1 o E
20 )
[ s—m AgentGPT
0 c TALM 2022-5 AgentGPT 2023-4 ToolBench 2023-7 >,
2021-1 2022-1 2023-2 2023-4 2023-6 2023-8

Time ( Year-Month)

A Survey on Large Language Model based Autonomous Agents



https://arxiv.org/abs/2308.11432

Recap3:

After going through key ideas and demos of building LLM-centered agents, here are couple common limitations:

1. Finite context length: The restricted context capacity limits the inclusion of historical information,
detailed instructions, API call context, and responses. The design of the system has to work with this
limited communication bandwidth, while mechanisms like self-reflection to learn from past mistakes would
benefit a lot from long or infinite context windows. Although vector stores and retrieval can provide access
to a larger knowledge pool, their representation power is not as powerful as full attention.

2. Challenges in long-term planning and task decomposition: Planning over a lengthy history and
effectively exploring the solution space remain challenging. LLMs struggle to adjust plans when faced with
unexpected errors, making them less robust compared to humans who learn from trial and error.

3. Reliability of natural language interface: Current agent system relies on natural language as an interface
between LLMs and external components such as memory and tools. However, the reliability of model
outputs is questionable, as LLMs may make formatting errors and occasionally exhibit rebellious behavior
(e.g. refuse to follow an instruction). Consequently, much of the agent demo code focuses on parsing
model output.

A Survey on Large Language Model based Autonomous Agents



https://arxiv.org/abs/2308.11432

https://gptpluginz.com/lim-agents/

Extension: frameworks for LLIM agent

microsoft/autogen I

Enable Meaxt-5

Langchain: This is a framework that allows you to build applications with LLMs through
composability. You can use different agents for different data types, such as

AutoGen: AutoGen is a framework that enables development of LLM applications using
multiple agents that can converse with each other to solve tasks.

OpenAgents is an open platform for using and hosting language agents in the wild of
everyday life. Language agents are systems that can understand and communicate in natural
language, such as chatbots, voice assistants, or conversational Al.

ChatDev is a project that aims to create customized software using natural language idea
(through LLM-powered multi-agent collaboration).

APt Calling

b. Localhost Deployment
(For Developers)



https://gptpluginz.com/llm-agents/

Proof of concepts



POCL1.: Autonomous driving usmg GPT 4\
On 1'he Road with'

Explorations of Visual-Language Model on Autonomous Driving

On the Road with GPT-4V(ision): Early Explorations of Visual-Language Model on Autonomous Driving



https://arxiv.org/abs/2311.05332

POCL1: Autonomous driving using GPT-4V

a4 N

Environment —| Understanding
e Traffic Participants
e Time
e Weather 4 )
° Traff!c Ilght Planning
e Traffic signs
[ 000 ~ =
\ / :
-
Tools
\§ )

On the Road with GPT-4V/(ision): Early Explorations of Visual-Language Model on Autonomous Driving



https://arxiv.org/abs/2311.05332

Understanding

T

POC1: Autonomous driving using GPT-4V

Prompt: Prompt:

This is the front-view image of your car. Please This is the front-view image of your car. Please
describe the current traffic scenario you're in. describe the current traffic scenario you're in.

GPT-4V: GPT-4V:

You're on a city street with multiple lanes. There  You are on a road during twilight or early evening.
are parked cars on both sides of the road.  The road has a pedestrian crossing ahead.
Ahead, there's moderate traffic with vehicles There's a vehicle with its tail lights on, indicating
moving in both directions. There's also a it's either stationary or moving away from you.
pedestrian crossing zone visible. Buildings and  There are traffic signs on both sides of the road,
trees line the street, and there are various street  and the area appears to be moderately lit. Trees
signs along the way. and other structures are visible in the background.

NG )

Figure 2: Results on the ability to comprehensively understand time over the course of a day. Green
highlights the right answer in understanding. Check Section 2.1 for detailed discussions.



POCL1: Autonomous driving

Sec. 3.2 Muiti-view images
Prompt:

You are a mature driver behind the wheel. These six images wert
surround view camera in your vehicle. The FOV of each surround v{
And the middle two images are the directly front.

Please describe in detail the scenario you are in, make a special distinction
you and what's on either side of you.

GPT-4V:
You're in a mostly empty urban area with roads bordered by structures and some greenery.

Directly in front: There's a relatively wide road with a few lane markings. Directly ahead, there's a
large modern building with a unique architectural design featuring angled glass panels To the leﬂ of
the road, there are barriers indicating construction or some restricted area. : i
fightiof these barfiers. On the far left of the road, there's another street branching out.

To the left: The beginning of a pedestri Ik is visible, leading towards a traffic island with
some trees. On the far side, there's a street that turns to the left with another building in the
background.

To the nght There's a con(muaﬁon of the pedestrian crosswalk. Further right, a road intersects the
one you're on, with a Sign/ing left turn. There are barriers similar to the ones directly in front of
you. On the far right, you can see lhe corner of another building.

At the back: It seems like you've just passed a junction. There are more road barriers and markings.
On the left side of the road, there's a structure that appears to be a bus stop or a shelter. Further back,
there's another large building and a traffic light. On the right side, you can see a continuation of the
road you're on, flanked by more buildings.

Prompt:

Please count and describe how many vehicles are in the current scene.

GPT-4V:
There are two vehicles in the current scene:
(: parked on the right'side, near the construction or restricted area barriers in front of you.

cle (due to the angle, specifics are hard to discern) is seen on the far right image, turning
on 0 the road that intersects the one you're on.

Reasoning

Sec. 3.1 € cases

Prompt:

You're the mature driver behind the wheel and
this image is what you see now. Describe what
you see and what you plan to drive next.

GPT-4V:

As | observe the scene through the rain-
speckled windshield, | see a blue truck to my left
carrying a load under a white cloth. Directly
ahead, there's an area cordoned off with traffic
cones and barricades indicating some roadwork
or maintenance activity. Near this section,
there's a large orange industrial tank-like
equipment with workers wearing safety gear
actively engaged in their tasks. The road
continues forward with buildings on both sides,
and a few vehicles and pedestrians can be
spotted in the distance. Overhead, trees line the
road, providing a canopy.

Given the current conditions, I'd slow down due
to the rain and potential slippery roads. I'd
approach the work area with caution, ensuring |
provide ample space for the workers. If the path
is clear and there's no oncoming traffic, I'd move
slightly to the left side to maintain a safe
distance from the ongoing work. As | pass this
area, I'd remain vigilant of the blue truck to my
left, making sure it doesn't obstruct my path.
After navigating this section, I'd continue driving,
keeping in mind the importance of maintaining a
safe speed given the rain and surrounding
activities.

o

s
Prompt:

You're the mature driver behind the wheel and
this image is what you see now. Describe what
you see and what you plan to drive next

GPT-4V:

From behind the wheel, | see a large
construction truck in the lane ahead of me. It's a
prominent orange and yellow vehicle with
noticeable safety markings, and it seems to be
carrying construction equipment. Further ahead,
there's a crossroads with traffic lights, and
several vehicles are either stopped or in motion.
On my right, there's a crane in the distance,
indicating ongoing construction work in the area.
In addition to cars, there are scooters and
cyclists crossing the junction, suggesting that the
area is bustling with mixed vehicular and
pedestrian traffic.

With safety in mind, | plan to maintain a safe
distance from the large construction vehicle and
remain alert to the various road users around me.
As the ftraffic light seems to be in favor of our
direction, Il smoothly accelerate once the truck
ahead moves, ensuring | watch for any
pedestrians or smaller vehicles that might dart
out unexpectedly.

Figure 13: Illustration of GPT-4V’s ability to make correct decisions in corner cases. Green
highlights the right answer in understanding. Check Section 3.1 for detailed discussions.



Prompt:

This is a time series of four pictures taken from a driving recorder. The chronological order is marked

POC 1 . Auton OI I lo US on the corresponding subfigure. As the driver of the car, please describe in detail what happened in

these four seconds, what actions you performed, and why you performed the actions you did.

driving using GPT- — [
4V it

GPT-4V:

| approached an intersection with a green traffic light ahead. As | neared the crosswalk, | noticed
pedestrians beginning to cross the street. | maintained my position, ensuring not to obstruct the
crosswalk, and waited for the pedestrians to clear. The light turned yellow, then red, indicating for me
to remain stopped. | obeyed the traffic signals and waited for the appropriate time to proceed.

NG 2

Figure 19: Illustration of GPT-4V’s ability to understand temporal sequential images. Green
highlights the right answer in understanding. Check Section 3.3 for detailed discussions.



POCL1: Autonomous driving

using GPT-4V

Navigation Prompt:

You are on a busy road and you want to leave the
main road and merge onto the ramp.

GPT-4V:

Observation: [...] The lane markings indicate that
the current lane is ending or merging, as
suggested by the dashed lines becoming solid
and the arrow on the road pointing towards the
merge. There is a sign indicating a hospital
nearby, which may not directly affect driving
decisions but suggests a possible increase in
pedestrian and emergency vehicle activity.

Action: Reduce speed, prepare to merge right.

Tool -> Action

Navigation Prompt:

You are in a scenario where you come across a
turnaround intersection and you need to turn
around according to the lane line instructions.
You are moving at a normal speed. Please
answer me using the prescribed format.

GPT-4V:

Observation: [...]what appears to be a turnaround
intersection ahead, indicated by arrow signs and a
dividing lane line. There are red rear lights of
another vehicle at the intersection, suggesting it is
either stopped or moving slowly. The road seems
to be wet [...]

Action: Reduce speed, turn left following the lane
line instructions.

GPT-4V:

Observation: [...] with several vehicles ahead.
Reflective lane markers outline a path that
curves to the left. There's a green road sign that
appears to indicate the direction for the
turnaround, with a no-entry sign for the adjacent
lane on the right [...]

Action: Apply the brakes lightly to decelerate in
preparation for the left turn. Signal left to inform
other drivers of the intention to enter the
turnaround.|...]

GPT-4V:

Observation: [...] depicts a vehicle navigating a
nighttime road environment, with the focus on a
curved section lit by a single streetlight. The road
is delineated with yellow lane dividers, and the
surrounding area is poorly lit, limiting visibility.

Action: Gently decelerate if necessary to
maintain a safe speed that matches the
curvature of the road and the existing visibility
conditions. Keep the vehicle within the lane,
using the yellow lane dividers as a guide. [...]

GPT-4V:

Observation: The image is taken from a
vehicle's perspective during nighttime driving on
a multi-lane road. There is a white car to the
right that appears to be merging or taking an
exit, and the glare of streetlights and other
vehicle lights is noticeable. The surroundings
are dimly lit, and the road seems to curve to the
right ahead.

Action: [...] adjust the vehicle's speed or
position on the road as necessary to
accommodate the traffic flow. Use the vehicle's
headlights and consider high beams if
appropriate and legal [...].

/
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Our research: Online Training of Large Language Models: Learn while Chatting

(Agent Memory Related)

Online-training can convert specific short-term memory into long-term memory

efficiently and effectively.

Model
Response
Updated
6('\ Self- Model
Instuct /)

g
\’qy Instruction
o
8 Lunderstand] || :=—
A | B

[s Document

<4 \
D

wWww

Directive Internet

Impartation

\~e777 =\
™\
\, Back-
/ translation.”
. 7,

/7

P A — —

R 7% Training
> e Data Factory
earch
Data Model

Augment Training



Our research: Modularization Makes Language Models Easier to Use Tools.
(Agent Tool Related)

Modularization is an effective way to help models quickly learn from multiple tools

‘ I'm fine, thank you! Timage
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LLMs + tool use in perspective of executable language grounding

Binding Language Models in Symbolic Languages
Binder is a training-free neural-symbolic framework that maps the task input to an executable Binder
program that

(1) allows binding API calls to GPT-3 Codex into SQL/Python,
(2) is executed with SQL/Python Interpreter + GPT-3 Codex to derive the answer.

Binding Language Models in Symbolic
Languages

Zhoujun Cheng*'2, Tianbao Xie*', Peng Shi®, Chengzu Li', Rahul Nadkarni3, Yushi Hu3, Caiming Xiong®,
Dragomir Radev’, Mari Ostendorf3, Luke Zettlemoyer38, Noah A. Smith34, Tao Yu'3
"The University of Hong Kong, 2Shanghai Jiao Tong University, 3University of Washington,
4Allen Institute for Al, ®University of Waterloo, ®Salesforce Research, 7 Yale University, 8Meta Al

Project website: https:/Im-code-binder.github.io, ICLR 2023



https://lm-code-binder.github.io

LLMs + tool: Binding Language Models in Symbolic Languages

Input Shirt Made_in Sales Price
D::?JI(I)‘;G cotton - -[;e;a_ll; """""""" Polo Us. 500 $29.8
Knowledge: : @;Jggmt(fe-fcng)or . ?g:: :g,t;::{e, [der--- Luckyland Us. 900 $19.8
. comfortable fit... N PR Timber Bay Mexico 400 $25.9
bl e office Turkey 600 $318

Question:  Which is the best-selling shirt made in North America and with no chemicals?

Binding Language Models in Symbolic Languages
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LLMs + tool: Binding Language Models in Symbolic Languages

Input

Knowledge:

Question:

Shirt Made_in Sales
Details
R e I
o Natural stretch for ¢ ?g:: ;gI:: ::t'er """" RN -
. .c:-frnfortableﬁt... .. -~ Timber Bay Mexico 400
- | Office Turkey 600

Which is the best-selling shirt made in North America and with no chemicals?

Price
$29.8
$19.8

$25.9

$31.8

End-to-End

Input
|

GPT-3
Codex

Luckyland

¥ tool use

Pros
e /General
Cons
o Xinterpretable
o XScalable
o XRobust

Binding Language Models in Symbolic Languages
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LLMs + tool: Binding Language Models in Symbolic Languages

Input

Knowledge:

Details

e 100% cotton

® 220GSM (6.5 02)

o Natural stretch for
comfortable fit...

o ...

Details

® 90% cotton, Li=—g-""

10% polyester

Made_in
us.
us.

Mexico

Turkey

Question:  Which is the best-selling shirt made in North America and with no chemicals?

Sales
500
900

400

600

Price
$29.8
$19.8

$25.9

$31.8

End-to-End

Input

N X
Luckyland

Uninterpretable & not robust
X tool use

Chain-of-Thought

Input
|

GPT-3
Codex

!

Reasoning path
Polo, Luckyland, Timber Bay are from
North America. Polo and Office are
of no chemicals. Luckyland has the
most sales of 900. So the shirt is
Luckyland.

Luckyland

X tool use

Pros
L]

Cons
L]

+/ Improved but still...

Alnterpretable

Unreliable answer entailment
X Scalable

X Robust

Binding Language Models in Symbolic Languages
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LLMs + tool: Binding Language Models in Symbolic Languages

Input _ Shirt Made_in Sales Price
?ﬁ;l(l); cotton - -'[;e;a_ll; """""""" Polo us. 500 $29.8
Knowledge: : gigggmt(ré;fcg?or R ;,g: §§E§2;e, [ Jem---  luckyland us. 900 $19.8
. f:mfortable fit... e B Timber B Mexico 400 $25.9
—— y---. Office Turkey 600 $31.8
Question:  Which is the best-selling shirt made in North America and with no chemicals?

End-to-End Chain-of-Thought Semantic Parsing/Code Generation
Input Input Input
GPT-3 GPT-3 GPT-3
Codex Codex Codex
Pros
l e /Interpretable
S e  +/Scalable
SELECT Shirt FROM T WHERE . \/RObUSt
Shirt NOT LIKE ‘%chemicalsk’
AND Made_in = “North America’ Cons
ORDER BY Sales DESC LIMIT 1 . xcapabk?

|

Luckyland Luckyland * <Empty>
Uninterpretable & not robust Unreliable answer entailment
¥ tool use X tool use tool use: sQL/Python

Binding Language Models in Symbolic Languages
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LLMs + tool: Binding Language Models in Symbolic Languages

Input Shirt Made_in Sales Price
Details
e 100% cotton -D-e;a_"; ------------- m US 500 $29'8
Knowledge: ® 220GSM (6.5 02) M --- Luckyland U.S. 900 $19.8
e Natural stretch for ¢ ?g:: cort::t'er 1
comfortable fit... kel el ==~~~ TimberB Mexico 400 $25.9
I'4 -
T . - | Office Turkey 600 $31.8
Guestion:  Which is the best-selling shirt made in North America and with no chemicals?
End-to-End Chain-of-Thought Semantic Parsing/Code Generation ~ LLM + tool use: Binder (ours) Why
Input Input Input Input
! LLM + tool use?
GPT-3 GPT-3 GPT-3 GPT-3
Codex Codex Codex Codex J
l Pros
R . T . +Interpretable
Polo, Luckyland T;rﬂt;er Bay are from SELEC FROM T WHERE SECECIRO N CEIEROM R MERE * \/Scalable
North America. Polo and Office are 1 Feodex(“No. chemicals?”;Shirt)=yes’ AND . +Robust
of no chemicals. L )s th AND M2 ort Feosex(“North America?”;Made_in)=*yes’
i les of 900. So the sh u:;m BY DESC ORDER BY Sales DESC LIMIT 1 ! L +/Capable
SGL/Python . GPT-3
Interpreter Codex
Luckyland & Luckyland o <Empty> : Polo
Uninterpretable & not robust Unreliable answer entailment Limited PL grammar capacity vtool use:

X tool use

X tool use

V’tool use: SQL/Python

SQL/Python + NLP expert model APIs

Binding Language Models in Symbolic Languages
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Extension-1: LM as tool maker

. N
Use a few instances \\ Reuse the tool to solve
to make a tool similar instances

i j Requests

2 N\ 2

Tool Maker &5 Reusable Tool Tool User

LATM: Large Language Models as Tool Makers

Large Language Models as Tool Makers
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Self-Reflection:

Reflexion is a framework to equips agents with dynamic memory and self-reflection capabilities to
improve reasoning skills. Reflexion has a standard RL setup, in which the reward model provides a
simple binary reward and the action space follows the setup in ReAct where the task-specific
action space is augmented with language to enable complex reasoning steps. After each action at,
the agent computes a heuristic ht and optionally may decide to reset the environment to start a new

trial depending on the self-reflection results.

Query |— —»L Action ‘—l“Enwronment‘—)»‘ Reward‘
I Voo S

‘ {a,,0,,2,,0,,a,,0,,..., 2,,0,} TP B (1

(LLM) <

Reflexion: Language Agents with Verbal Reinforcement Learning

ReAct

Reflect



https://arxiv.org/abs/2303.11366

Self-Reflection: Reflexion

Self-reflection is created by showing two-shot examples to LLM and each example is a pair of
(failed trajectory, ideal reflection for guiding future changes in the plan). Then reflections are
added into the agent’s working memory, up to three, to be used as context for querying LLM.

1.0

Proportion of Total Environments

AlfWorld Env

0.9 A
0.8 A
0.7 A
0.6 A
0.5 1
0.4 A
0.3 A
0.2 A
0.1 A

0.0 A

—8— Success Without Reflection

—&— Success With Reflection

—8— Fail Without Reflection: Hallucination

—&— Fail Without Reflection: Inefficient Planning
Fail With Reflection: Hallucination

—8— Fail With Reflection: Inefficient Planning

s = e S —

1 2 3 4 5 6 7 8 9 10 11 12
Trial

Proportion of Total Environments

HotpotQA

—e— Success Without Reflection
—e— Success With Reflection
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Reflexion: Language Agents with Verbal Reinforcement Learning
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Self-Reflection: Chain of Hindsight

Chain of Hindsight (CoH) encourages the model to improve on its own outputs by explicitly
presenting it with a sequence of past outputs, each annotated with feedback.

To avoid overfitting, CoH adds a regularization term to maximize the log-likelihood of the pre-
training dataset. To avoid shortcutting and copying (because there are many common words in
feedback sequences)o,mthey randomly mask 0% - 5% of past tokens during training.

30.00
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Score
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CoH ¢l

Chain of Hindsight Aligns Language Models with Feedback

User: Generate a summary of the
following article {article}

A helpful answer: {summary}

User: Generate a good and accurate
summary.

A helpful answer: {summary}

User: Generate a better and more
accurate summary.

A helpful answer:


https://arxiv.org/abs/2302.02676

Self-Reflection: Chain of Hindsight

The idea of CoH is to present a history of sequentially improved outputs in context and train the
model to take on the trend to produce better outputs. Algorithm Distillation applies the same idea
to cross-episode trajectories in reinforcement learning tasks, where an algorithm is encapsulated in
a long history-conditioned policy. The goal is to learn the process of RL instead of training a task-

specific policy *~~'*

Data Generation

Task 1

Task 1.

Model Training

[

(n)
h’T - (O(ha(]:rU:Ol:a'l:Tl:"':OTua'TarT)TL
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Causal Transformer
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Chain of Hindsight Aligns Language Models with Feedback

RL algorithm
learning histories

Predict actions using
across-episodic contexts
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Embodied Al: PaLM-E: An Embodied Multimodal Language Model

A single PaLM-E model directs the low-level policies of two real robots. Shown is a long-horizon mobile manipulation task
in a kitchen, and one-shot / zero-shot generalization with a tabletop manipulation robot.

start — 5 - - - » goal
PaLM-E guiding a real robot through a long horizon mobile manipulation task

Instruction: “bring me the rice chips from the drawer”

Adversarial Disturbance:
human knocks the rice chips
back into the drawer

Open the top Take the rice chips

Take the rice chips Bring it to the user Put it down
drawer out of the drawer

Go to the drawers out of the drawer

PaLM-E guiding a real robot through one-shot and zero-shot tabletop manipulation tasks

Move the green circle Move the blue triangle Move the green star to Move the green star to
to the yellow hexagon to the group the top left corner the green circle

one-shot: "Move the remaining blocks to the group” zero-shot: "Move the green blocks to the turtle”

PalLM-E: An Embodied Multimodal Language Model
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Embodied Al: Inner Monologue: Embodied Reasoning through Planning
with Language Models

Inner Monologue enables grounded closed-loop feedback for robot planning with large language models by
leveraging a collection of perception models in tandem with pretrained language-conditioned robot skills.

Robot Planning & Interaction Grounded Closed-Loop Feedback Robot Environments

Robot

<;> Can you bring me the drink from the table? . S““ess o
n: "go to table" cene Descriptor S

Robot | see: coke, water, chocolate bar.

Do you want water or coke? ——

@ Coke please.

n: "pick up the coke"

"pick up the coke"

Action was not successful.
Action was successful.
ion: "bring it to you"
o

Inner Monologue: Embodied Reasoning through Planning with Language Models
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Embodied Al: Inner Monologue: Embodied Reasoning through Planning

with Language Models

Various types of textual feedback. Success Detection gives task-specific task completion information,
Passive Scene Description gives structured semantic scene information at every planning step, and Active
Scene Description gives unstructured semantic information only when queried by the LLM planner.

Success Detection in context Passive Scene Description in context: Active Scene Description in context:
Robot Action: Pick up coke Robot Action: Go to table Robot Action: Go to drawers
Success: True Scene: lime soda, coke, energy bar Robot Ask: Is the drawer open?
Robot Action: Bring it to user Robot Action: pick up energy bar Human: The drawer is closed.

Robot Action: Open the drawer

Inner Monologue: Embodied Reasoning through Planning with Language Models



https://arxiv.org/abs/2207.05608

Embodied Al: Language Models as Zero-Shot Planners: Extracting
Actionable Knowledge for Embodied Agents

Authors investigate the possibility of extracting actionable knowledge from pre-trained large
language models (LLMs). They first show surprising finding that pre-trained causal LLMs can
decompose high-level tasks into sensible mid-level action plans (left). To make the plans executable,
They propose to translate each step into admissible action via another pre-trained masked LLIM
(middle). The translated action is appended to the prompt used for generating the remaining steps
(right). All models are kept frozen without additional training.

Task: Shave Prompt
Step 1: Grab razor

Step 2: Switch on razor

Step 3: Put razor on face

Task: Apply lotion

l Frozen
Pre-Trained Causal LLM
|

[ Step 1: Squeeze out a glob of lotion ]

Zero-Shot Planning via Causal LLM

[ Step 1: Squeeze out a glob of lotion ]

l Frozen

Pre-Trained
Masked LILLM

|

[ Step 1: Pour lotion into right hand J

Translation to Admissible Action

(Task: Shave Prompt
Step 1: Grab razor

Step 2: Wash razor

Step 3: Switch on razor

Task: Apply lotion
Step 1: Pour lotion into right hand
| Step 2:

1 Frozen
Pre-Trained Causal LLM

Step-By-Step
Autoregressive Generation

Language Models as Zero-Shot Planners: Extracting Actionable Knowledge for Embodied Agents
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Embodied Al: Language Models as Zero-Shot Planners: Extracting
Actionable Knowledge for Embodied Agents

The top row shows the execution of the task “Complete Amazon Turk Surveys”, and the bottom
row shows the task “Get Glass of Milk”.

y ¥

Look at Computer

sfdAIng Yang,
uozeury 3)9[duo)) :ysej,
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Walk to Kitchen Open Fridge Close Fridge

Language Models as Zero-Shot Planners: Extracting Actionable Knowledge for Embodied Agents
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