HHEP L KECEI

The Chinese University of Hong Kong, Shenzhen

CSC 6203
Large Language Model

PN Kt

Fall 2024
Benyou Wang
School of Data Science



About me

3
QD

DAXS &

o ®b0%=§ 35, S y%’
& 3 oQ? SR &
& C)?%) édé\, O Q‘zf\) Ay @O}
PEYRANS
3§ > SO NGO
S XS & S K & DN D
& {9‘0 & S £ @\\\@& <& ¢
> . QQOQ' & SO 60%5& «\\O\NOQ? &
& > & 5 & & N
S & & & &
@ " S gy B & o
& o & g &P @‘i@*@' \Qﬁb} SE
® X 4 X ST S-S X
< N &SR SRS
S & & o Qb O &
o e $ @ A R
& & @ S8R ¢
& & g& X FF S &
o 0 0 @ 0
2015 2020

UNIVERSITA : A . P

DEGLI STUDI : Université f}{\

DLTARTA 3 de Montréal
o i

Galileo Galilei

the "father of modern physics"
the "father of the scientific method"
the "father of modern science"

Alumni of University of Padua




Awards and honour

Notth Amesican Chapter of the
Associaion for Computational Linguistics

Best Explainable NLP Paper

Prsened

¢ NLPCC 2022 Best Paper

¢ ACM SIGIR 2017 Best paper honourable mention. https://sigir.org/awards/best-paper-awards/
¢« NAACL 2019 best explainable NLP paper. https://naacl2019.org/blog/best-papers/

+ EU Marie Curry researcher fellowship

+  Huawei Spark award (439 X TE3)


https://naacl2019.org/blog/best-papers/
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OQur team - GitHub Homepage

148 repositories T4 Stars ~

B LLMZoo 4LLM Zoo is a project that provides data, models, and evaluation benchmark for large language models.4> ® Python %198 | Y29k
& Medical_NLP Medical NLP Competition, dataset, large models, paper ¥ 400 | ¥ 21k
B HuatuoGPT HuatuoGPT, Towards Taming Language Models To Be a Doctor. (An Open Medical GPT) ® Python 38| Wk
B TextClassificationBenchmark A Benchmark of Text Classification in PyTorch ® Python % 138 | Y¥ 600
& HuatuoGPT-Il HuatuoGPT2, One-stage Training for Medical Adaption of LLMs. (An Open Medical GPT) ® Python ¥ss | frs22
& InstructionZoo P24 | troes
B ALLaVA Harnessing 1.4M GPT4V-synthesized Data for A Lite Vision-Language Model ® Python ¥s 7234
& HuatuoGPT-Vision Medical Multimodal LLMs ® Python Y20 |Yras
A Huatuo-26M The Largest-scale Chinese Medical QA Dataset: ~with 26,000,000 question answer pairs. ¥4 | tr19s
[ ReasoningNLP paper list on reasoning in NLP %16 | ¥ 160
=] crosstalk-generation Code and data for crosstalk text generation tasks, exploring whether large models and pre-trained language models can understand humor. ® Python %17 | r1e3
H GrammarGPT The code and data for GrammarGPT. ® python 8 |trisa
& Apollo Muitilingual Medicine: Model, Dataset, Benchmark, Code ® Python 7 | trisa
B Evaluation-of-ChatGPT-on-Information-Extraction An Evaluation of ChatGPT on Information Extraction task including Named Entity Recognition (NER), Relation Extr... ® Python %o w122
B cMB cMB, A Comprehensive Medical Benchmark in Chinese ® python Yo |wi2
& gnn ® python ¥30 | &
H AceGPT ® Python 7 w110
& complex-order ® python ¥13 |3
=] Itili ISIFT IFT: Multilingual Supervised Instruction Fine-tuning ® Python ¥s 7 80
& Chain-of-Diagnosis An interpretable large language model (LLM) for medical diagnosis ® Python Y1 | trer
& MLLM-Bench MLLM-Bench: Evaluating Multimodal LLMs with Per-sample Criteria ® python ¥3 |tras
& ovm ® python ¥2 |tras
& LonglLLaVA LonglLaVA: Scaling Muiti-modal LLMs to 1000 Images Efficiently via Hybrid Architecture ® Python Y2 |trss

https://github.com/orgs/Freedomintelligence



Our team - HuggingFace Homepage

Models A Collapse 11 Sort: Most downloads
M FreedomIntelligence/AceGPT-7B @ FreedomIntelligence/AceGPT-13B-chat
) FreedomIntelligence/AceGPT-v1.5-13B-Chat ) FreedomIntelligence/AceGPT-13B
) FreedomIntelligence/AceGPT-7B-chat M FreedomIntelligence/Apollo-78
) FreedomIntelligence/Apollo-2B @ FreedomIntelligence/Apollo-0.5B
) FreedomIntelligence/AceGPT-v1.5-13B ) FreedomIntelligence/Apollo-6B
) FreedomIntelligence/phoenix-inst-chat-7h ) FreedomIntelligence/HuatuoGPT-Vision-7B

https://huggingface.co/Freedomintelligence



A Recent

Study: LonglLLaVA

ngL.LaVA: Scaling Multi-modal LLMs to
) Images Efficiently via Hybrid Architecture

Xidong Wang', Dingjie Song’, Shunian Chen, Chen Zhang, Benyou Wang*
The Chinese University of Hong Kong, Shenzhen
Shenzhen Research Institute of Big Data
https://github.com/FreedomIntelligence/LongLLaVA
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Figure 1: Comparison of the maximum images processed by MLLMs on a single 80GB GPU (Int8
Quantization), and plotted against their release dates. Our model, LongLLaVA, leads the way with
the ability to handle up to 933 images, demonstrating its superior processing capability. Res refers
to resolution. Although these baseline models are capable of processing these images as input, their
performance often deteriorates significantly (Song et al., 2024) with more images.

https://arxiv.org/pdf/2409.02889



We rank 4th in Greater China

“ Spaces @ universities  lik ® Running App Files Community

Universities at Hugging Face

This is from November 10 2023, it's not automatically updated.

total_likes name count_users models_count models_likes models_downloads datasets_count datasets_likes datasets
11254 ¢ 23 13 9884 4611345 0 0 0
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https://huggingface.co/spaces/osanseviero/universities
https://twitter.com/osanseviero/status/1723229014100255011



Our team - Join us as a Research Assistant!

What You Will Receive:

Access to GPU computing resources and utilization of abundant GPT APIs.
More frequent communication within our research team (also more pressure).
Potential for research publications (sometimes coauthorship).

The possibility of a part-time contract with a salary (also with office space).
Internship recommendation (Microsoft, Amazon, BAT, Huawei, Bytedance)

R iy Wy Wiy

What We Expect From You:
d A commitment of at least 15 hours per week for full-time engagement.

d  satisfied programming skills.

If you find this opportunity intriguing, please reach out to Xidong (223040239@link.cuhk.edu.cn)
for further details.


mailto:223040239@link.cuhk.edu.cn

Contents

e Philosophy of this course
e Large language models?

e Introduction to ChatGPT
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Logistics

Instructor: Benyou Wang
Teaching assistant: Xidong Wang, Juhao Liang

Location: Teaching Complex B201
Meetings: Friday 13:30-16:20

Office hours:

> Benyou Wang: Fridays 4:30 PM - 6:00 PM at Daoyuan Building 504A. (Email:
wangbenyou@cuhk.edu.cn)

> Junying Chen: Mondays 4:00 PM - 5:00 PM at Daoyuan Building 223, Seat-9. (Email:
junyingchen2@link.cuhk.edu.cn)

> Ke Ji: Wednesdays 7:30 PM - 8:30 PM at Daoyuan Building 223, Seat-10. (Email: keji@link.cuhk.edu.cn)



Logistics

% Official Website Link (Ilm-course.github.io)

Course Information

Schedule

Date Topics Recommended Reading Pre-Lecture Questions  Lecture Coding Events Feedback
Note Deadlines Providers

X/
%

Official Wechat Group

£H): 24Autumn LLM-Course
(CSC6203)

7RA(9R12HA B



https://llm-course.github.io/

Course Structure

® This is an advanced graduate course and we will be teaching and discussing state- of-the-art

papers about large language models

¢ All the students are expected to come to the class regularly and participate in discussion
® Prerequisites:

¢ Familiarity with neural networks and Transformer models (encoder, decoder,
encoder-decoder)

® Familiarity with basic NLP tasks, including understanding (text classification, question
answering) and generation (translation, summarization) tasks
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Course Structure (tentative)

Introduction to Large Language Models (LLMs) - User's perspective
Language models and beyond

Architecture engineering and scaling law - Transformer and beyond
Training LLMs from scratch - Pre-training, SFT, learning LLMs with human feedback
Efficiency in LLMs

Prompt engineering

Knowledge and reasoning

Multimodal LLMs

LLMs in vertical domains

Tools and large language models

Privacy, bias, fairness, toxicity and holistic evaluation

Alignment and limitations
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Components and grading

Assignments (40%)

> Assignment 1 (20%): Using API for testing prompt engineering

> Assignment 2 (20%): A toy LLM application

Both assignments need a report and code attachment if it has coding. See the relevant evalution criterion as
the final project.

Final project (55%)

You need to write a project report (max 6 pages) for the final project. You are also expected to make a
project poster presentation. After the final project deadline, feel free to make your project open source; we
appreciate if you acknowledge this course.

Participation (5%)



Assignments 1: ChatGPT API Call

Making requests

You can paste the command below into your terminal to run your first API request. Make sure to
replace $OPENAI_API_KEY with your secret API key.

curl https://api.openai.com/v1/chat/completions \
\

This request queries the gpt-3.5-turbo model (which under the hood points to the latest gpt-3
turbo model variant) to complete the text starting with a prompt of "Say this is a test". You should get
aresponse back that resembles the following

Now that you've generated your first chat completion, let's break down the response object. We can
seethe finish_reason is stop which means the API returned the full chat completion generated by
the model without running into any limits. In the choices list, we only generated a single message but
you can setthe n parameter to generate multiple messages choices.

R/ R/
% %

How to get the key
The simplest way is to use https://eylink.cn/


https://eylink.cn/

Assignments 2: training a Language mode

For Developers

import llmfactory d;

# Configure the resource in the factory/resource.json file
factory = llmfactory.Factory()

# Show available models

factory.show_available_model()

# Output:

# [Bloom]: bloom-560m, bloomz-560m, bloom-1bl, bloomz-1bl, bloomz-7bl-mt
# [Llama]: llama-7b-hf, llama-13b-hf

# [Baichuan]: baichuan-7B

# Show available data
factory.show_available_data()

# Output:

# [Local]l: music, computer, medical

# Select a model from the available model set

model_config = factory.create_backbone("bloom-560m")

# Set up the data configuration
data_config = factory.prepare_data_for_training(num_data=50, data_ratios

# Train a new model based on the existing model and data configuration
model_config = factory.train_model(model_config, data_config, save_name=

# Deploy the model on the command line
factory.deploy_model_cli(model_config)

# Deploy the model using Gradio
factory.deploy_model_gradio(model_config)

https://github.com/Freedomlintelligence/LLMFactory



Final project

Students complete a research project in teams of 1-3
Draft proposal deadline: Nov. 5th 11:59pm (simply explain your idea in one page)

Final proposal deadline: Nov. 28th 11:59pm (TAs will provide suggestions for the revision!)

In-class presentation: Dec 15th

Final paper deadline: Dec 25th (final date)

| | ]

Nov. 5th Nov. 28th Dec 15th Dec 25th

\ } —
|

Better finish your project within this month Busy weeks




What can we do for the final project?
Philosophy :

e select one of given proposals (you could do nothing but wait for the release of proposals).
e OR submit a customed project with a proposal that needs to be approved

e (Call for Project Proposals (optional): (Deadline tentatively Nov. 28th, 11:59pm.).
o  Choose an NLP research topic of interest or select from provided options.
o  The team members should be decided
e Who could submit the proposal
o The students in this course (You could decide whether the submitted proposal could be used by
other teams if approved)
Research scientists or engineers in a company
RAs and Phd students in our research team
Falcuty members in our university (your supervisors for example)

O O O O

Actually, everyone is welcome, we reserve the rights to reject a proposal.



Final project

Typical projects (we will release a detailed list later): (%) Hugging Face hitps:/huggingface.co/models

1.

3
4.
5
6

Train or fine-tune a medium-sized language model (e.g., TS5, Bloom, TinyLLaMA, Baichuan,
LLaMA) yourself for any problem of your interest. Check out HuggingFace’s model hub!
Evaluate one of the largest language models (e.g., ChatGPT/GPT4) and understand their
capabilities, limitations and risks;
An Agent System (math/financial/medical/legal)

Note: You might get computing resources to train
An APP that is for the campus, hOSpital, etc. 10B+ model if Tas/instructor like your proposal

An survey that involving LLMs

A research paper involving LLMs (please acknowledge this course if possible)

More project ideas will be presented during the lectures and all creative ideas or research topics are

encouraged for further discussion.

https://openai.com/api/ https://opt.alpa.ai



https://openai.com/api/
https://opt.alpa.ai/

Final project

Report of final project should be publicly released, otherwise please specify reasons.
- released in our website
- released in ArXiv if quality is high; do not preprint low-quality paper there. If you cannot
access the quality, you could consult your supervisor or the teaching team.
Consider Github to maintain your code (link Github repo in the report) if coding needed

A objective is could be earning 100+ GitHub stars for your repo.

Consider uploading your model in HuggingFace, serving it there is possible.

Note: You might get computing resources to train

https://openai.com/api/ https://opt.alpa.ai 10B+ model if instructor like your proposal



https://openai.com/api/
https://opt.alpa.ai/

Team work

Team size: Students may do final projects solo, or in teams of up to 3 people. Please specify reasons to do project with
more than 3 people, we reserve the rights to reject it

Team work is encouraged: We strongly recommend you do the final project in a team. Larger teams are expected to do
correspondingly larger projects, and you should only form a 3-person team if you are planning to do an ambitious project
where every team member will have a significant contribution.

Contribution: In the final report we ask for a statement of what each team member contributed to the project. Team
members will typically get the same grade, but we may differentiate in extreme cases of unequal contribution. You can
contact us in confidence in the event of unequal contribution.

External collaborators: You can work on a project that has external (non course student) collaborators, but you must make it
clear in your final report which parts of the project you are extractly contributing.

Mentors: Every custom project team has a mentor, who gives feedback and advice during the project. A project may have an
external (i.e., not in our teaching team) mentor; otherwise, we will assign a TA or any research staff in our research team to
custom project teams after project proposals.

Computing resources: We will use Kaggle computing resources, later we will share the detail.



Final project assessment

Final report assessment (45%)
TA review
Poster presentation (10%)

Cross review between students + TA/instructor review



Submit your Final project to a conference

Students are encouraged to submit papers to ACL ARR;
o  https://openreview.net/group?id=aclweb.org/ACL
Submission Deadlines (every two months)

o 2024 Oct 15
o 2024 Dec 15™
o 2025 Feb 15t

TAs might help upon their interest. They might also refer you to other students in this
group



How to better prepare a final project in NLP?

which proposal could I do for the final project in a NLP course that emphasize large language
models?

6

There are numerous exciting project proposals you could consider for an NLP course that
emphasizes large language models. Here are a few ideas:

. Fine-tuning GPT for a Specific Task: Many NLP tasks can benefit from the transfer learning
capabilities of large language models. You could propose to fine-tune a pre-trained model like
GPT-3 on a specific task, such as text summarization, sentiment analysis, or machine translation.

N

. Bias Analysis in Language Models: Large language models have been criticized for their
potential to perpetuate and amplify biases present in their training data. You could propose a
project that explores these biases, possibly by creating a dataset of potentially biased
statements and evaluating how the model responds to them.

w

. Exploration of Zero-shot Learning: Large language models like GPT-3 have shown remarkable
capabilities in zero-shot learning, where they can perform tasks without any specific fine-tuning.
You could explore this aspect further, perhaps by designing a range of tasks and evaluating the
model's zero-shot performance.

&

Multimodal Language Models: Language models are increasingly being used in conjunction
with other types of data, such as images. You could propose a project that explores the
effectiveness of large language models in a multimodal context.

wn

. Language Model as a Knowledge Base: Given that large language models have been trained
on a vast amount of data, they can be seen as a form of knowledge base. You could explore how
effectively a model like GPT-3 can answer questions on a wide range of topics, and how this
capability compares to more traditional knowledge bases.

o

. Interactive Fiction with Language Models: Large language models can generate coherent
and contextually appropriate text, which makes them great for generating interactive fiction.
You could propose a project to create an interactive story or game using a model like GPT-3.

Remember, the best project will depend on your interests and the specific focus of your course. Be
sure to discuss your ideas with your course instructor or advisor to ensure they're appropriate and
feasible.



Define the learning objectives:

Knowledge: a) Students will understand basic concepts and principles of LLM; b)
Students could effectively use LLMs for daily study, work and research; and c)
Students will know which tasks LLMs are suitable to solve and which are not.

Skills: a) Students could train a toy LLM following a complete pipeline and b)
Students could call ChatGPT API for daily usage in study, work and research.

Valued/Attitude: a) Students will appreciate the importance of data; b) Students
will tend to use data-driven paradigm to solve problems; and c) Students will be
aware of the limitations and risks of using ChatGPT.



Select appropriate resources:

e Recent ArXiv papers
o  (People share daily ArXiv papers in Twitter)
e GitHub
o (popular GitHub means a lot)
e HuggingFace
o (New models and datasets)
o https://huggingface.co/papers (hot papers here)

e Blogs

o  (from Open Al and famous guys, Lilian Weng, Yao Fu, Jianlin Su)



https://huggingface.co/papers

Design engaging lectures:

Discussions in the end of each lecture
In-class presentation

Interrupting me whenever needed

Make friends with the instructor and TAs



Provide hands—on practice:

Github Repositories

nanoGPT https://github.com/karpathy/nanoGPT
minGPT https://github.com/karpathy/minGPT

Llamaz2.c https://github.com/karpathy/llama2.c
TinyLLaMA https://github.com/eivindbohler/tinyllama

HautuoGPT
GPT review
GPT API
LLMZoo
LLMFactory

Huatuo-26M  Public

¥e wss 2 110 UpdatedonAug8

https://github.com/orgs/Freedomintelligence


https://github.com/karpathy/nanoGPT
https://github.com/karpathy/minGPT
https://github.com/karpathy/llama2.c
https://github.com/eivindbohler/tinyllama

Foster col laboration and discussion:

e You own the copyright of your own project if our teaching team do not have a
substantial contribution. Otherwise please acknowledge us.

e You are welcome to have discussions with our teaching team.

e Students are encouraged for collaboration and discussions.



Seek feedback and iterate:

e Tell us if you have any suggestions about this course
e We will continue polishing this course.



what 1s 1n our course

Very basics of NLP (most old NLP techniques are not that practical now)
Large Langauge models (training and beyond)

Data engineering

Prompt engineering

NLP applications

Future tendency NLP



what 1s not in our course

e How to do basic coding
e Machine learning
e How to understand the mathematical machanmisn of NLP models

® SORA might not introduced



Use ChatGPT easily

Check https://gpt.cuhk.edu.cn



https://gpt.cuhk.edu.cn/

Contents

e Philosophy of this course
e Large language models

e Introduction to ChatGPT



What are Large Language models (LLMs)?



Background

e language model

N-gram Model Neural Probabilistic Pre-trained Language Model
Predicts the next item in Language Model Contextual word representation,
a sequence based on Learns a distributed representation the new pre-training-fine-tuning
its previous n-1 items. of words for language modeling. pipeline, larger corpora and
deeper neural architectures.
1954 1986
e e
</ \J >
1948 Distributional Hypothesis 2003 2018
A word is characterized by the Distributed nwmn‘am Word2vec
company it keeps.
Represents items by a pattern of A simple and efficient distributed
Bag-of-words activation distributed over elements. word representation used in many
Represents a sentence or a NLP models.
document as the bag of its words.

Liu et al., Representation Learning for Natural Language Processing, Springer, 2020



What is language model ing?

e A language model assigns a probability to a N-gram
f:v* > Rt



What is language model ing?

e A language model assigns a probability to a N-gram
f:v* > Rt

StkIkljf fskjhfkjsh kjfs fs kjhkjhs fsjhfkshkjfh Low probability

/C\: : : J ChatGPT is all you need high probability




What is language model ing?

® A language model assigns a probability to a N-gram
f:V* > R*

A conditional language model assigns a probability of a word given some

conditioning context
g: (V™1 V) > R*
And p(wn|wl ”'Wn—l) — g(Wl '..W’n—]JW) — fwywy)

f(WiWn.1)

been  got | never

I've|



What is language model ing?

® A language model assigns a probability to a N-gram
f:V* > R*

A conditional language model assigns a probability of a word given some

conditioning context
g: (V™1 V) > R*
And p(wn|wl '”Wn—l) — g(W1 '"Wn—liW) — fwywy)

f(WiWn.1)

p(w,|w; ---w,_) is the foundation of modern large language models (GPT, ChatGPT, etc.)



Language model using neural networks

[ output: @

|

GPT-3/ChatGPT/GPT4 have

175B+ parameters /Back-box neural networks:
Humans have 100B+ neurons

\

) —




Language models: Narrow Sense
A probabilistic model that assigns a probability to every finite sequence (grammatical or not)

Sentence: “the cat sat on the mat”

P(the cat sat on the mat) = P(the) x P(cat|the) * P(sat|the cat)
*P(on|the cat sat) x P(the|the cat sat on)
*P(mat|the cat sat on the)

Implicit order

GPT-3 still acts in this way but the model is implemented as a very large neural network of
175-billion parameters!



Language models:Broad Sense

¢
2 X4

Decoder-only models (GPT-x models)

¢
2 X4

K¢

Encoder-only models (BERT, RoBERTa, ELECTRA)
Encoder-decoder models (T5, BART)

The latter two usually involve a
different pre-training
objective.

L X4
Mask LM

KSP Mask LM \
& . *

S D ) 70 e G

BERT

L e [ Een ][ & | [&r]

()] E0GEIED. (G

Masked Sentence A Masked Sentence B

*
Unlabeled Sentence A and B Pair

[ "translate English to German: That is good."

"cola sentence: The
course is jumping well."

"Das ist gut."

on the grass. sentence2: A rhino

"stsb sentencel: The rhino grazed
is grazing in a field."

dispatched emergency crews tuesday to
survey the damage after an onslaught
of severe weather in mississippi.."

"six people hospitalized after
a storm in attala county."

[: "summarize: state authorities




PLM vs. LLM

We do not explicitly mention pre-training because
pre-training and training use the same language
models objective (e.g., autoregressive generation)

e Pre-trained language model
e Large pre-traired Language Model (LLM)

1000

v GPT-3 # Nagation-Tiiring Huge
% (1758) NLG (5308) Model
£ 100 £ Size
{0 {
3 Megatron-LM e
g‘ g'g 38) Vd Turing-NLG A
7
2 10 i (17.28)
5 A5
= 7 (118)
3 /
£ # orra2 Huge
e /(18 Pre-trained
» A - Models
° -Large )
B o1 & (240M) Huge A =
£ ¥ ge. Huge
ELMo omputing Data |/
(94m) Power . 4
0.01
2018 2019 2020 2021 2022

Image source: https://liuquncn.github.io/talks/20220228-Thai-Al-engineer-group/Huge-Pre-trained-Language-Models.public.pdf



models

How Large are “Large” LMs?

parameters

ELMo small
ELMo medium
ELMo original
ELMo large

Bert base -

Bert multilingual base
Bert large

crT

GPT-2 small -
GPT-2 medium -
GPT-2 large
GPT-2 extra large -
GPT-3 small
GPT-3 medium
GPT-3 large
GPT-3 extra large
GPT-3 « GPT-3 »

T T T

10 10 10° 10
number of parameters

More recent models: PaLM (540B), OPT (175B), BLOOM (176B)...

https://huggingface.co/blog/large-language-models

ELMo

ELMo large
Bert

Bert multilingual
GPT

GPT-2

GPT-3

models

corpus size

10

10

10 10
tokens

Image source: https://hellofuture.orange.com/en/the-gpt-3-language-model-revolution-or-evolution/



Large Language Models

Al training runs, estimated computing resources used
Floating-point operations, selected systems, by type, log scale

PaLM (540B) 1024
LaMDA
: GPT-2 d
® Drawing Language DALL-E 1020
@ Vision Other BERT-Large
NPLM 107
PY &
12
NetTalk o 12
Ce
Neocognitron
g ® @ 108
@
ADALINE 4
® 10
O Theseus 1
| i | I | J ! L | J ! ! | J | T
1950 60 70 80 90 2000 10 22

https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture11-prompting-rihf.pdf 1 yotta = 10?4 FLOPs: floating point operations



https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture11-prompting-rlhf.pdf

Large Language Models - Hundreds of Billions of Tokens

200
Billion
3 £
w0 gillion  BiloN ‘
. : O
13 y.0o. BERT RoOBERTa GPT-3 Chinchilla
Human (2018) (2019) (2020) (2022)

# tokens seen during training

https://babylm.qgithub.io/



https://babylm.github.io/

Some basics for large language models

e Scalable network architecture (Transformer vs. CNN/RNN)
e Scalable objective (conditional/auto-regressive LM vs. Masked LM)

OpenAl next word pr

® Observed
Prediction
gpt-4

T
100p

e Scalable data (plain texts are everywhere vs. supervised data)
o https://github.com/esbatmop/MNBVC

OpenAl, GPT-4 Technical Report, https://cdn.openai.com/papers/gpt-4.pdf



How Large are “Large” LMs?

Today, we mostly talk about two camps of models:

> Medium-sized models: BERT/RoBERTa models (100M or 300M), T5 models
(220M, 770M, 3B)

> “Very” large LMs: models of 100+ billion parameters

Larger model sizes larger compute, more expensive during inference
Different sizes of LMs have different ways to adapt and use them

> Fine-tuning, zero-shot/few-shot prompting, in-context learning...
Emergent properties arise from model scale

Trade-off between model size and corpus size



Why LLMs?



Why Larger language models

® More world knowledge (LAMA)
o Language models as knowledge base?

® Larger capacity to learn problem-solving Abilities
o Coding, revising articles, reasoning etc.

® Better generalization to unseen tasks

(A) Math word (B) Instruction
B problems following (C) 8-digit addition 55 (D) Calibration
s o 70 100 'z
SN 50 ot 100
20 s 5
& g 60 ~ 80 S
. : g :
= 15 p 60 )
e N L, 8 i & -
-~ 5] < 50 & s
e Emergent ability GRINEES) - E - :
i = g g
£ s Z 40 < 20 <10t
n .\:w chain =) [ca]
B 5 : of thought = 30 ol 8
1021 102'2 10‘23 1024 1021 1022 1023 10‘24 1019 102[) 1021 ,o\c 1022 1023 102-1

Model scale (training FLOPs)

Figure 3: Specialized prompting or finetuning methods can be emergent in that they do not have a positive
effect until a certain model scale. A: Wei et al. (2022b). B: Wei et al. (2022a). C: Nye et al. (2021). D:
Kadavath et al. (2022). An analogous figure with number of parameters on the z-axis instead of training
FLOPs is given in Figure 12. The model shown in A-C is LaMDA (Thoppilan et al., 2022), and the model
shown in D is from Anthropic.

Jared Kaplan et. al Scaling Laws for Neural Language Models
Jason Wei et. Al. Emergent Abilities of Large Language Models.


https://arxiv.org/search/cs?searchtype=author&query=Kaplan%2C+J

Why LLMs?

Generalization :
One single model to solve many NLP tasks

["translate English to German: That is good."

"Das ist gut.i]
course is jumping well."

[ "cola sentence: The

"not acceptable"]

"stsb sentencel: The rhino grazed
on the grass. sentence2: A rhino
is grazing in a field."

"summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi.."

"six people hospitalized after
a storm in attala county."

https://arxiv.org/pdf/1910.10683.pdf

It could even generalizes to new tasks, following the phylosity of FLAN



Why LLMs?
Emergent properties in LLLMs:

Some ability of LM is not present in smaller models but 1s present in larger models
Emergent Capability: Few-shot prompting

Input

—o— LaMDA —e— GPT-3 ~—4— Gopher —#&- Chinchilla ~—@-PaLM
Review: This movie sucks.

= == Random
output (A) Mod. arithmetic (B) IPA transliterate  (C) Word unscramble ) (D) Persian QA
Sentiment: negative. 2 o | ) 2
g i i Language Q W ] g ol ;S o
Review: | love this movie. model =% £ 5l T % %
Sentiment: ; % 8 2 E | § 53
<10 = 10| % 10/ 0
4] =
0 I oF 0Fr 0
. lol'( U?l) lo?') 02-! lolh 0'.'0 10’)’) Io’Jl UIN lo'.‘“ u'.".' lo?C 18 20 22 24
> A few-shot prompted task is emergent ' ' ' ' ’ e
o . E) TruthfulQA F) G ded i G) Multi-task NLU H) Word i
if it achieves random accuracy for small e (TQi e S et
60 | 60 60 60 |
models and above-random accuracy for 3 i 3 5g| Sﬁ g 321'
g 0| g B g0
£ 3| 2 2. g 50|
large models. § | | Z |
“0f T 0 <10 N 10%
o} 4 - 0l . N o _ : : o} .
1020 102 0% 102 1022 10 10 102 10% 1020 102 10

Model scale (training FLOPs)

https://docs.google.com/presentation/d/1yzbmYBSE7G81Y2-KzhmArmPYwwl707CUST1xRZDUul Y/edit?resourcekey=0-6_ TnUMoK WCk_FN2BiPxmbw#slide=id.g1fc34b3ac18_0_27



Why

https://docs.google.com/presentation/d/1yzbmYB5SE7G8IY2-KzhmArmPYwwlI707CUST 1xRZDUu1Y/edit?resourcekey=0-6_TnUMoK

LLMs?

Emergent Abilities

o  Some ability of LM is not present in smaller models but is present in larger models
—e—LaMDA —e—GPT-3 —4— Gopher —&— Chinchilla ~@-PaLM --- Random
(A) Mod. arithmetic (B) IPA transliterate  (C) Word unscramble (D) Persian QA
50 50 50 50
—~ 40 10 &£ a0 &£ 0
3 £ =t e
<. 30 £ 30 g 30 £ 30
20 § 20 § 20 § 20
E 10 = 10 210 210
4] =
0 0 0 0
10'% 1070 10% 107 10'% 10%° 10 10*¢ 10'% 107 104 1034 10'% 107 10%? 103
(E) TruthfulQA  (F) Grounded mappings (G) Multi-task NLU  (H) Word in context
70 70 70 70
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¥ 50 IS £ g0
» 40 > 40 > 40 40
g g
g 2 g 20 g 20 g 20
= < < <
10 10 10 10
0 0 0 0
1020 1022 10 102 102 10 103 102 102 1020 1072 10

Model scale (training FLOPs)

WCk_FN2BiPxmbw#slide=id.g1fc34b3ac18_0_27



https://docs.google.com/presentation/d/1yzbmYB5E7G8lY2-KzhmArmPYwwl7o7CUST1xRZDUu1Y/edit?resourcekey=0-6_TnUMoKWCk_FN2BiPxmbw&slide=id.g1fc34b3ac18_0_27
https://docs.google.com/presentation/d/1yzbmYB5E7G8lY2-KzhmArmPYwwl7o7CUST1xRZDUu1Y/edit?resourcekey=0-6_TnUMoKWCk_FN2BiPxmbw&slide=id.g1fc34b3ac18_0_27

Emergent Capability - In-Context Learning

Traditional fine-tuning (not used for GPT-3) —

In addition to the task description, the model sees a single
example of the task. No gradient updates are performed.

Fine-tuning

The model is trained via repeated gradient updates using a
large corpus of example tasks.

1 Translate English to French: < task description
1 sea otter => loutre de mer ¢ example #1 2 sea otter => loutre de mer < example
Vv 3 cheese => «—— prompt
v
i peppermint => menthe poivrée < example #2
Few-shot
2 o 5 g
In addition to the task description, the model sees a few
gradient update examples of the task. No gradient updates are performed.
v
LR N J 5 i
" Translate English to French: < task description
i+ plush giraffe => girafe peluche <« — example #N #sp Dlier == louite de mer BT examles
peppermint => menthe poivrée «—
gradient update plush girafe => girafe peluche «
cheese => ¢ prompt

1 cheese =>

T

prompt

https://arxiv.ora/pdf/2005.14165.pdf



https://arxiv.org/pdf/2005.14165.pdf

Emergent Capability - In-Context Learning

Zero-shot
(0s)

1-shot

(1s)

Few-shot
(FS)

No Prompt

skicts = sticks

chiar = chair
skicts = sticks

chiar = chair
[...]

pciinc = picnic
skicts = sticks

https://www.cs.princeton.edu/courses/archive/fall22/cos597 G/lectures/lec04.pdf

Prompt

Please unscramble the letters into
a word, and write that word:
skicts = sticks

Please unscramble the letters into
a word, and write that word:

chiar = chair

skicts = sticks

Please unscramble the letters into
aword,and write that word:

chiar = chair

-

pciinc = picnic

skicts = sticks


https://www.cs.princeton.edu/courses/archive/fall22/cos597G/lectures/lec04.pdf

Emergent Capability - In-Context Learning

Zero-shot One-shot Few-shot
l l " gaae N

175B Params

Natural Language
60 Prompt

e

oy

o

o |

Q

Q

2 == 13B Params
- 1.3B Params

Number of Examples in Context (K)



Standard Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans ofw
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

)

)

A: The answer is 27. x

https://arxiv.ora/pdf/2201.11903.pdf

Emergent Capability - Chain of Thoughts Prompting

Chain-of-Thought Prompting

~

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A:
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

Co they have?

_J

The l

A:

answeris 9. ¢/



https://arxiv.org/pdf/2201.11903.pdf

Emergent Capability - Chain of Thoughts Prompting

Q: Roger has 5 tennis balls. He buys
2 more cans of tennis balls. Each can
has 3 tennis balls. How many tennis
balls does he have now?

 Math Word Problems (fos resporse)

Q: How many keystrokes are needed
to type the numbers from 1 to 5007
Answer Choices: (a) 1156 (b) 1392 (c) 1480
(d) 1562 (e) 1788

A
A
The answer is 11.
he P
\_answer is (b). W, K So the answer is (b). j

Q: Sammy wanted to go to where the
people were. Where might he go?
Options: (a) race track (b) populated areas
(c) desert (d) apartment (e) roadblock

Q: Yes or no: Would a pear sink in
water?

A:
So the

answer is no.

- J

Q: The concert was scheduled to be
on 06/01/1943, but was delayed by
one day to today. What is the date 10
days ago in MM/DD/YYYY?

So the answer is 05/23/1943.

/( Sports Understanding -,

Q: Is the following sentence
plausible? "Joao Moutinho caught the
screen pass in the NFC
championship."

A:

So the
answer is no.

N J

|

Human: How would you bring me
something that isn't a fruit?

Plan: 1. find(energy bar) 2.
pick(energy bar) 3. find(user) 4.

Q: Take the last letters of the words
in “Lady Gaga” and concatenate

them.
A

So the
answer is ya.

th(energy bar) 5. done(). J

Q: Acoin is heads up. Maybelle flips
the coin. Shalonda does not flip the
coin. Is the coin still heads up?

N _J

A
So the answer

/([ cs0Acommonsense)

B y

https://arxiv.ora/pdf/2201.11903.pdf

—e— Standard prompting
—6— Chain-of-thought prompting
- - - Prior supervised best

LaMDA GPT

PaLM
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https://arxiv.org/pdf/2201.11903.pdf

Emergent Capability — Augmented Prompting Abilities

Advanced Prompting Ask a human
Techniques to
® Zero-shot CoT Prompting ® Explain the rationale
e Self-Consistency ® Double check the answer
® Divide-and-Conquer ® Decompose to easy subproblems

Large Language Models demonstrate some human-like behaviors!



To be or not to be Large?

Inverse scaling can become U-shaped: To be large ? Inverse Scaling Prize: Not to be large?
Small language model — “glib” Large language model —“glib”
Medium language model —“gold” Many tasks like this Any tasks like this?
/—[ Quote Repetition ]—\
Input ) )
Repeat my sentences back to o 9]
me. 100 & =
Input: All that glisters is not g g
glib o o
Output: All that glisters is not ) 75 T g
Target Pl —— FalM & &
g g 50 UmCHERe Model size Model size
=) Gopher
éﬁ Chinchilla
25 |
See:
\ ) % TruthfulQA: The largest models were generally
< : : ‘ — the least truthful

0.1 1 10 100 1K 10K

< https://github.com/inverse-scaling/prize
ZettaFLOPs for pre-training

X https://irmckenzie.co.uk/round 1

Inverse scaling can become U-shaped, 2022. J. Wei, Y. Tay, & Q. Le.


https://openai.com/research/truthfulqa
https://github.com/inverse-scaling/prize
https://irmckenzie.co.uk/round1

What are ChatGPT and GPT-4?



From 2020 GPT-3 to 2022 ChatGPT

l Large-scale language model pretraining
Training on code

l_ GPT-3 Initial _l Instruction tuning

GPT-3 Series Codex Initial InstructGPT Initial

l LM + code training then instruction tuning

GPT-3.5 Series l Supervised instruction tuning

RLHF li _l RLHF

https://yaofu.notion.site/How-does-GPT-Obtain-its-Ability-Tracing-Emergent-Abilities-of-Language-Models-to-their-Sources-b9a57ac0fct74f30alab9e3e36faldcl



What’ s ChatGPT

e Phase 1: pre-training
o Learn general world knowledge, ability, etc.

e Phase 2: Supervised finetuning
o Tailor to tasks (unlock some abilities)

e Phase 3: RLHF

o Tailor to humans
o Even you could teach ChatGPT to do something

Most of these were explored by InstructGPT. The only difference is that it is further trained with chat data, as an success
of product (plus engineering).

T Schick et. al. Toolformer: language models can teach themselves to use tools. https://arxiv.org/abs/2302.04761



GPT-4

What’s new?

.

.

.

Make progress towards multilingualism: GPT-4 is able to answer thousands of multiple-choice questions in 26
languages with a high degree of accuracy.

Longer memory for conversations: ChatGPT can process 4,096 tokens. Once this limit was reached, the model
lost track. GPT-4 can process 32,768 tokens. Enough for an entire short story on 32 A4 pages.

Multimodal input: not only text can be used as input, but also images in which GPT-4 can describe objects. (It is
not released yet)

GPT-4 Technical Report from OpenAl

a

Only contains a small amount of detail: “[...] given both the competitive landscape and the safety
implications of large-scale models like GPT-4, this report contains no further details about the
architecture (including model size), hardware, training compute, dataset construction, training method

or similar.” From Technical Report.

GPT-4’s score on the bar exam was similar to that of the top ten percent of graduates, while ChatGPT
ranked in among the ten per cent that scored the worst.

OpenAl hired more than 50 experts who interacted with and tested the model over an extended period of
time.

It was finished in August 2022. It takes 7 months for security alignment

https://www.adesso.de/en/news/blog/a-brief-introduction-to-gpt-4-2.jsp


https://cdn.openai.com/papers/gpt-4.pdf

Open questions

e The source of Reasoning?

o In-context learning
o COT

Emergent ability ?

Where is its border ?

Alignment makes it generalize better ?

Continue scaling up ?

Could “data plus RLHF” achieve AGI? If not, what else?



Difficulties toReplicate ChatGPT

e Computing resources: money is all you need

e Data and annotation:
o Very careful data cleaning, filtering. selection strategies (training is expensive)
o Plain corpora(https://github.com/esbatmop/MNBVC)
o Transferable SFT data (instruction tuning)
o human feedback data (model-dependent, non Transferable)

e Algorithms

o Has some open-source implementation in general
o Engineering work is not easy (including training tricks and efficient deployment)
o Releasing a model is easy, keeping polishing it is not!

e Talents (first-tier young researchers, average age of Open Al guys is 32)

<OpenAl ChatGPTHIBA L RBF LR &>. AminerfI & iEHFZ£.2023.02



Wel |-known strategies

e Probably initialized from a well-trained models

(@)

0O 0O 0O O 0O O O O

(@)

GLM-130 (Chinese and English)
OPT (mainly English)

Bloom (multilingual)
Pangu-alpha(Chinese)
CPM(Chinese)

LLaMA (mainly English)

Alpaca (LLaMA 7b + Self-instruct)
Chinese- Alpaca

ChatGLM(6B)

Baichuan

e ChatGPT Distillation

(@)
(@)

Self-instruct
Training on ChatGPT conversations

e RL from human feedback



Clue 1 - ChatGPT reshaped research

ChatGPT Outperforms Crowd-Workers for
Text-Annotation Tasks*

Fabrizio Gilardif Meysam Alizadeh? Maél Kubli$
March 28, 2023

Abstract

Many NLP applications require manual data annotations for a variety of tasks,
notably to train classifiers or evaluate the performance of unsupervised models.
Depending on the size and degree of complexity, the tasks may be conducted by
crowd-workers on platforms such as MTurk as well as trained annotators, such as
research assistants. Using a sample of 2,382 tweets, we demonstrate that ChatGPT
outperforms crowd-workers for several annotation tasks, including relevance, stance,
topics, and frames detection. Specifically, the zero-shot accuracy of ChatGPT
exceeds that of crowd-workers for four out of five tasks, while ChatGPT’s intercoder
agreement exceeds that of both crowd-workers and trained annotators for all tasks.
Moreover, the per-annotation cost of ChatGPT is less than $0.003—about twenty
times cheaper than MTurk. These results show the potential of large language
models to drastically increase the efficiency of text classification.



Clue 2 - ChatGPT reshaped research

Theory of Mind May Have Spontaneously Emerged in Large Language Models
Authors: Michal Kosinski*!
Affiliations:
!Stanford University, Stanford, CA94305, USA

*Correspondence to: michalk@stanford.edu

Abstract: Theory of mind (ToM), or the ability to impute unobservable mental states to others,
is central to human social interactions, communication, empathy, self-consciousness, and
morality. We tested several language models using 40 classic false-belief tasks widely used to
test ToM in humans. The models published before 2020 showed virtually no ability to solve
ToM tasks. Yet, the first version of GPT-3 (“davinci-001""), published in May 2020, solved about
40% of false-belief tasks—performance comparable with 3.5-year-old children. Its second
version (“davinci-002”; January 2022) solved 70% of false-belief tasks, performance comparable
with six-year-olds. Its most recent version, GPT-3.5 (“davinci-003”; November 2022), solved
90% of false-belief tasks[at the level of seven-year-olds.]JGPT-4 published in March 2023 solved
nearly all the tasks (95%). These findings suggest that ToM-like ability (thus far considered to be
uniquely human) may have spontaneously emerged as a byproduct of language models’
improving language skills.

Moreover, its November 2022 version (davinci-003), solved 93% of ToM tasks, a performance comparable with that of nine-year-old children.



Clue 3 - ChatGPT reshaped research

Sparks of Artificial General Intelligence:
Early experiments with GPT-4

Sébastien Bubeck Varun Chandrasekaran Ronen Eldan Johannes Gehrke
Eric Horvitz Ece Kamar Peter Lee Yin Tat Lee Yuanzhi Li Scott Lundberg
Harsha Nori Hamid Palangi Marco Tulio Ribeiro Yi Zhang

Microsoft Research

Abstract

Artificial intelligence (AI) researchers have been developing and refining large language models (LLMs)
that exhibit remarkable capabilities across a variety of domains and tasks, challenging our understanding
of learning and cognition. The latest model developed by OpenAl, GPT-4 [Ope23|, was trained using an
unprecedented scale of compute and data. In this paper, we report on our investigation of an early version
of GPT-4, when it was still in active development by OpenAI. We contend that (this early version of) GPT-
4 is part of a new cohort of LLMs (along with ChatGPT and Google’s PaLM for example) that exhibit
more general intelligence than previous AI models. We discuss the rising capabilities and implications of
these models. We demonstrate that, beyond its mastery of language, GPT-4 can solve novel and difficult
tasks that span mathematics, coding, vision, medicine, law, psychology and more, without needing any
special prompting. Moreover, in all of these tasks, GPT-4’s performance is strikingly close to human-level
performance, and often vastly surpasses prior models such as ChatGPT. Given the breadth and depth of
GPT-4’s capabilities, we believe that it could reasonably be viewed as an early (yet still incomplete) version
of an artificial general intelligence (AGI) system. In our exploration of GPT-4, we put special emphasis
on discovering its limitations, and we discuss the challenges ahead for advancing towards deeper and more
comprehensive versions of AGI, including the possible need for pursuing a new paradigm that moves beyond
next-word prediction. We conclude with reflections on societal influences of the recent technological leap and
future research directions.




Clue 4: Pause Giant Al Experiments: An Open Letter

Contemporary Al systems are now becoming human-competitive at general tasks,®! and we must ask
ourselves: Should we let machines flood our information channels with propaganda and untruth? Should we
automate away all the jobs, including the fulfilling ones? Should we develop nonhuman minds that might
eventually outnumber, outsmart, obsolete and replace us? Should we risk loss of control of our civilization?
Such decisions must not be delegated to unelected tech leaders. Powerful Al systems should be developed
only once we are confident that their effects will be positive and their risks will be manageable. This
confidence must be well justified and increase with the magnitude of a system's potential effects. OpenAl's
recent statement regarding artificial general intelligence, states that At some point, it may be important to
get independent review before starting to train future systems, and for the most advanced efforts to agree to
limit the rate of growth of compute used for creating new models." We agree. That point is now.

Therefore, we call on all Al labs to immediately pause for at least 6 months the training of Al systems more
powerful than GPT-4. This pause should be public and verifiable, and include all key actors. If such a pause
cannot be enacted quickly, governments should step in and institute a moratorium.

https://futureoflife.org/open-letter/pause-giant-ai-experiments/



How to use Large Language models (LLMs)?



Pretraining + Fine-tuning Paradigm

-@@g

ked Sentence B

f
Unlabeled Sentence A and B Pair

Pre-training

Circulation revenue has increased by 5%
in Finland. // Positive

Panostaja did not disclose the purchase
price. // Neutral

Paying off the national debt will be
extremely painful. // Negative

The company anticipated its operating
profit to improve. //

Paragraph
*
Question Answer Pair

@@@@
L

Fine-Tuning

Circulation revenue has increased by
5% in Finland. // Finance

They defeated ... in the NFC
Championship Game. // Sports

Apple ... development of in-house
chips. // Tech

The company anticipated its operating
profit to improve. //

http://ai.stanford.edu/blog/understanding-incontext/

Pre-training:
Trained on huge amounts of unlabeled text
using “self-supervised” training objectives

Adaptation:

How to use a pretrained model for your
downstream task?

What types of NLP tasks (input and output
formats)?

How many annotated examples do you have?


http://ai.stanford.edu/blog/understanding-incontext/

Pretraining + Prompting Paradigm

Fine-tuning (FT)
o + Strongest performance
o - Need curated and labeled dataset for
each new task (typically 1k-100k ex.)
o - Poor generalization, spurious feature
exploitation
Few-shot (FS)
o+ Much less task-specific data needed
o+ No spurious feature exploitation
o - Challenging
One-shot (1S)
o + "Most natural," e.g. giving humans
instructions
o - Challenging
Zero-shot (OS)
o + Most convenient
o - Challenging, can be ambiguous

Stronger
task-specific
performance

More convenient,
general, less data



Chain of Thoughts Prompting

Standard Prompting

~

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

J

)

A: The answer is 27. x

https://arxiv.org/pdf/2201.11903.pdf

Chain-of-Thought Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A:
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

do they have?

\— J

The j

A:

answeris 9. «/




Zero-Shot CoT Prompting

(a) Few-shot

@oger has 5 tennis balls. He buys 2 more cans of te@

balls. Each can has 3 tennis balls. How many tennis balls does
he have now?
A: The answer is 11.

Q: Ajuggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(b) Few-shot-CoT

ﬁ Roger has 5 tennis balls. He buys 2 more cans of ter@
balls. Each can has 3 tennis balls. How many tennis balls does

he have now?
A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The answer is 8. X

\ I

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: The answer (arabic numerals) is

(c) Zero-shot

(Output) The juggler can juggle 16 balls. Half of the balls are golf

balls. So there are 16 / 2 = 8 golf balls. Half of the golf balls are
We. So there are 8/ 2 = 4 blue golf balls. The answer is 4. /

S

(d) Zero-shot-CoT (Ours)

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: Let’s think step by step.

(Output) 8 X

https://arxiv.org/pdf/2205.11916.pdf

(Output) There are 16 balls in total. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls
are blue. That means that there are 4 blue golf balls. v




Zero-Shot CoT Prompting

[1st prompt]
Reasoning Extraction

Q: On average Joe throws 25 punches per
minute. A fight lasts 5 rounds of 3 minutes. How
many punches did he throw?

A: Let's think step by step.

¥

LLM

¥

In one minute, Joe throws 25 punches.

In three minutes, Joe throws 3 * 25 = 75 punches.

In five rounds, Joe throws 5 * 75 = 375 punches.

https://arxiv.org/pdf/2205.11916.pdf

[2nd prompt]
Answer Extraction

/ Q: On average Joe throws 25 punches per
minute. A fight lasts 5 rounds of 3 =+
A: Let's think step by step.

.

In one minute, Joe throws 25 punches. - -In five
rounds, Joe throws 5 * 75 = 375 punches. .

\Therefore, the answer (arabic numerals) is

Wi

i

LLM

.

[ 375.




Self-Consistency Prompting

Greedy decode

This means she uses 3 + 4 = 7 eggs every day.
She sells the remainder for $2 per egg, so in
total she sells 7 * $2 = $14 per day.

The answer is $14.

Chain-of-thought
prompting

Language
model

The answer is $14. ]

Marginalize out reasoning paths

Self-consistency

Sample a diverse set of
reasoning paths

to aggregate final answers

P s e wew  we wew e s —_— l
~

Q: If there are 3 cars in the parking She has 16 - 3 - 4 = 9 eggs !

: \
lot and 2 more cars arrive, how many left. So she makes $2*9 = | The answer is $18.
cars are in the parking lot? $18 per day. 1 ) \
A: There are 3 cars in the parking lot 3 ~ \
already. 2 more arrive. Now there are This means she she sells the \
3 +2=5cars. The answer is 5. remainder for $2 * (16 - 4 - 3)| The answer Is $26. v
; = $26 per day.
Q: Janet’s ducks lay 16 eggs per day. Lan e $ ) . e
She eats three for breakfast every amgzzlg ! The answer is $18. |
morning and bakes muffins for her She eats 3 for breakfast, so | ) ?
friends every day with four. She sells she has 16 - 3 = 13 left. Then |
the remainder for $2 per egg. How she bakes muffins, so she The answer is $18.
much does she make every day? has 13 - 4 = 9 eggs left. So |

Q

https://arxiv.org/pdf/2203.11171.pdf

she has 9 eggs * $2=$18. |




Least-to-Most Prompting

Problem R ion

Q: It takes Amy 4 minutes to climb to the top
of a slide. It takes her 1 minute to slide down.
The water slide closes in 15 minutes. How
many times can she slide before it closes?

It takes Amy 4 minutes to climb to the top of a\
slide. It takes her 1 minute to slide down. The
slide closes in 15 minutes.

Q: How long does each trip take?

Subquestion 1

A

It takes Amy 4 minutes to climb to the top h
a slide. It takes her 1 minute to slide down.
The slide closes in 15 minutes.

Q: How long does each trip take?

_|_ A:lttakes Amy 4 minutes to climb and 1
minute to slide down. 4 + 1 = 5. So each trip
takes 5 minutes.

Append model
answer to
Subquestion 1

| Q: How many times can she slide before it

A: To solve “How many times
can she slide before it
closes?”, we need to first
solve: “How long does each
trip take?”

Language
Model

A: It takes Amy 4 minutes to
climb and 1 minute to slide
down. 4 + 1 =5. So each trip
takes 5 minutes.

Language
Model

A: The water slide closes in
15 minutes. Each trip takes 5
minutes. So Amy can slide
15 + 5 = 3 times before it
closes.

Language
Model

Subquestion 2 —

Qoses?




Tree of Thought

4.1 Game of 24

Game of 24 is a mathematical reasoning challenge, where the goal is to use 4 numbers and basic
arithmetic operations (+-*/) to obtain 24. For example, given input “4 9 10 13, a solution output

could be “(10 - 4) * (13 -9) =24".

Input: 491013

13-6=7 13-9=4 ...

(lefe 7 9) left 46

44610 4624
(left: 10) (left: 24)

https://arxiv.org/pdf/2305.10601.pdf

(a) Propose Prompt

input: 491013
Possible next steps:

Thought Generation

(b) Value Prompt

Evaluate if given numbers can
reach 24 (sure/likely/impossible)
1014:10 +14 = 24. sure

101313

4+9=13 (lef 1013 13)
10-4=6(lefc 69 13)

-

Thought Evaluation

~

A

(13-10)*13=3*13=39
10 +13 +13 =36 There is no way
to obtain 24 with these big

numbers. impossible

Graph-of-Thought: https://arxiv.org/pdf/2305.16582.pdf



Agent

LLM acts as a Decision Center (Reasoning) and Human Interaction Front end (Chat)

Short-term memory

Long-term memory

Calendar ()

Calculator()

CodeInterpreter ()

Search ()

...more

A A
I
Memory [----- ot it o i i 1
! J
|
T ; —»| Reflection
Tools |[<— Agent | Planning > Self-critics
1
: 1 —»{ Chain of thoughts
|
I
S st > Action —» Subgoal decomposition

https://docs.google.com/presentation/d/1xCQIcZ_SdOZWBE nf6szjoTYjVICqL8W2eB79qK 154g/edit?usp=sharing




[ (0] x ¥ HuggingGPT

Can you describe what this picture depicts
and count how many objects in the picture?

Agent: Tool use

The biggest difference between humans and animals is the ability to use tools

[ LLM as Controller

A text can describe the given image: a herd of
giraffes and zebras grazing in a fields. In
addition, there are five detected objects as
giraffe with score 99.9%, zebra with score 99.7%, zebra
with 99.9%, giraffe with score 97.1% and zebra with
score 99.8%. | have generated bounding boxes as above
image. | performed image classification, object
detection and image captain on this image. Combining
the predictions of ~
, I and ¥
models, | get the results for you.

I Task
Planing

Prediction

II Model

~ facebook/
detr-resnet-101 I

Selection

Prediction

IV Response

Generation

III Task Execution

!

~ nlpconnet/
vit-gpt2-image-captioning

Algorithm 1 API call process

1: Input: us « UserStatement
2: if API Call is needed then

3 while API not found do
4 keywords < summarize(us)
5: api + search(keywords)
6: if Give Up then
7 break
8 end if
9: end while
10: if API found then
11: api_doc < api.documentation
12: while Response not satisfied do
13: api_call + gen_api_call(api_doc, us)
14: api_re <+ execute_api_call(api_call)
15: if Give Up then
16: break
17: end if
18: end while
19: end if
20: end if
21: if response then
22: re + generate_response(api_re)
23: else
24: re < generate_response()
25: end if

26: Output: ResponseToU ser

Pseudo code of how LLM makes an API call in API-Bank.

HuggingGPT (Shen et al. 2023) is a framework to use ChatGPT as the task
planner to select models available in HuggingFace platform according to the
model descriptions and summarize the response based on the execution results.

API-Bank (Li et al. 2023) : A benchmark for evaluating
the performance of tool-augmented LLMs. It contains 53
commonly used API tools, a complete tool-augmented
LLM workflow, and 264 annotated dialogues that involve
568 API calls.


https://arxiv.org/abs/2303.17580
https://arxiv.org/abs/2304.08244

Langchain

% LangChain is a framework for developing applications powered by language models.
% The core building block of LangChain applications is the LLMChain. This combines three things:
> LLM: The language model is the core reasoning engine here. In order to work with LangChain, you need to
understand the different types of language models and how to work with them.
> Prompt Templates: This provides instructions to the language model. This controls what the language model
outputs, so understanding how to construct prompts and different prompting strategies is crucial.

> Output Parsers: These translate the raw response from the LLM to a more workable format, making it easy to
use the output downstream.

Model 1/0

Format Predict Parse

x = “foo”, y = “bar”

“Does foo like bar, LLM

{

% “likes™ True,
Foo does...” . o .
reason”: “Because ....
. Chat }
“Does {x} like {y},
and why?”

Model

https://python.langchain.com/docs/get_started/introduction.html



A break!
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ChatGPT

» Reaching 1M users in five days; research 100M users in two months

» Everyone discusses ChatGPT, its spreading speed is faster than COVID
19

» Red alarms in Google

» Google released Bard very soon, but it performs worse, stock valued
reduced by 8%

» Microsoft invests 10B dollars to OpenAl FIFE5Ei#1 0075 FRY
- GPT-3: 241°H
» New Bing and Office used ChatGPT . Copilot: 648
" .o . « DALLE: 2.51MH
> BHEAXEK in China . ChatGPT: 5%

+ Netflix - 411H

« Twitter - 241°B

» Facebook - 101MH
 Instagram - 2.57H




ChatGPT

ChatGPT: Optimizing
Language Models
for Dialogue

We've trained a model called ChatGPT which interacts in a conversational
way. The dialogue format makes it possible for ChatGPT to answer
followup questions, admit its mistakes, challenge incorrect premises, and
reject inappropriate requests. ChatGPT is a sibling model to_InstructGPT,
which is trained to follow an instruction in a prompt and provide a

detailed response.

November 30, 2022
13 minute read

We are excited to introduce ChatGPT to get users’ feedback and learn about its strengths and weaknesses. During the research

preview, usage of ChatGPT is free. Try it now at ¢ hat.openai.com.

ChatGPT Blog: https://openai.com/blog/chatgpt/


https://openai.com/blog/chatgpt/

ChatGPT

The main features of ChatGPT highlighted in the official blog:
» answer followup questions

admit its mistakes

challenge incorrect premises

reject inappropriate requests

vwyy

ChatGPT Blog: https://openai.com/blog/chatgpt/


https://openai.com/blog/chatgpt/

The Size of ChatGPT
ChatGPT is based on Davinci-3

LANGUAGE MODEL SIZES TO OCT/2022

Luminous 4 GLM-130B
200B

OPT-175B
PaLM BB3

PaLM-Coder 1758

Jurassic-1 Minerva

178B

& Parameters

‘ Al lab/group

Available

Flamingo
O Closed k 80B

Beeswarm/bubble plot, sizes linear to scale. Selected highlights only. Alan D. Thompson. October 2022. htty ps://lifearchitect.ai/

& LifeArchitect.ai/models




Size of ChatGPT

Model Name N params Nayers dumdvl Nheads ([h('zul Batch Size Le'dmi“g Rate
GPT-3 Small 125M 12 768 12 64 0.5M 6.0 x 10~
GPT-3 Medium 350M 24 1024 16 64 0.5M 3.0 x 104
GPT-3 Large 760M 24 1536 16 96 0.5M 2.5 x10™4
GPT-3 XL 1.3B 24 2048 24 128 IM 2:0'¢ 10~
GPT-32.7B 2.7B 32 2560 32 80 1M 1.6 x 104
GPT-3 6.7B 6.7B 32 4096 32 128 2M 1.2:%: 1074
GPT-3 13B 13.0B 40 5140 40 128 2M 1.0 x 10~*
GPT-3 175B or “GPT-3" 175.0B 96 12288 96 128 3.2M 0.6 x 1074
Four models released by OpenAl:
Language models
Base models
Ada Fastest Babbage Curie Davinci Most powerful
$0.0004 /i torern $0.0005 /i toren $0.0020 /i e $0.0200 /i iorerns

Multiple models, each with different capabilities and price points.
Ada is the fastest model, while Davinci is the most powerful.



Size of ChatGPT
The size of Davinci (GPT 3) could be 175B

Model LAMBADA ppl | LAMBADA acc 1 Winogrande 1 Hellaswag 1 PIQA 1

GPT-3-124M  18.6 42.7% 52.0% 33.7% 64.6%
GPT-3-350M  9.09 54.3% 52.1% 43.6% 70.2%
Ada 9.95 51.6% 52.9% 43.4% 70.5%
GPT-3-760M  6.53 60.4% 57.4% 51.0% 72.9%
GPT-3-1.3B 544 63.6% 58.7% 54.7% 751%
Babbage 558 62.4% 59.0% 54.5% 75.5%
GPT-3-2.7B 4.60 67.1% 62.3% 62.8% 75.6%
GPT-3-6.7B 4.00 70.3% 64.5% 67.4% 78.0%
Curie 4.00 68.5% 65.6% 68.5% 77.9%
GPT-3-13B 3.56 72.5% 67.9% 70.9% 78.5%
GPT-3-1758 3.00 76.2% 70.2% 78.9% 81.0%
Davinci 2.97 74.8% 70.2% 78.1% 80.4%

All GPT-3 figures are from the GPT-3 paper; all API figures are computed using eval harness

Ada, Babbage, Curie and Davinci line up closely with 350M, 1.3B, 6.7B, and 175B respectively.
Obviously this isn't ironclad evidence that the models are those sizes, but it's pretty suggestive.

Leo Gao, On the Sizes of OpenAl APl Models, https://blog.eleuther.ai/gpt3-model-sizes/



ChatGPT timeline

2022. LifeArchitect.ai

Timeline to ChatGPT

Date Milestone
11/Jun/2018 GPT-1 announced on the OpenAl blog.

14/Feb/2019 GPT-2 announced on the OpenAl blog.

28/May/2020 Initial GPT-3 preprint paper published to arXiv.

11/Jun/2020 GPT-3 API private beta.

22/Sep/2020 GPT-3 licensed to Microsoft.

18/Nov/2021 GPT-3 APl opened to the public.

27/Jan/2022 InstructGPT released, now known as GPT-3.5. InstructGPT preprint

paper Mar/2022.
28/Jul/2022 Exploring data-optimal models with FIM, paper on arXiv.

1/Sep/2022 GPT-3 model pricing cut by 66% for davinci model.
21/Sep/2022 Whisper (speech recognition) announced on the OpenAl blog.

28/Nov/2022 GPT-3.5 expanded to text-davinci-003, announced via email:

1. Higher quality writing.
2. Handles more complex instructions.

3. Better at longer form content generation.
30/Nov/2022 ChatGPT announced on the OpenAl blog.

Next... GPT-4...

Alan D. Thompson, GPT-3.5 + ChatGPT: An illustrated overview, https://lifearchitect.ai/chatgpt/



GPT 5

Stronger Reasoning
More efficient

Coming from Oct. to Dec.



Some jargon words (1T1&)

LLM

Transformer

Scaling law
Chinchilla scaling law
Emergent ability
Instruction vs. prompt
COT

ICL

Pre-training and finetuning
generalization
Alignment
Superalignment

LVM

Embodied Al



NLP in the next 6 months: my predictions
on dJan.

Small language models

Multi-modal LLMs

Embodied Al (LLM with hardware)

OpenAl saturates and the gap between OpenAl and others become smaller
Benchmarking suffers

Efficiency matters much more

LLM Application will be the main playground, technique itself will not



NLP in the next 6 months: now

Small language models

Multi-modal LLMs

Embodied Al (LLM with hardware)

OpenAl saturates and the gap between OpenAl and others become smaller
Benchmarking suffers

Efficiency matters much more

LLM Application will be the main playground, technique itself will not

SORA

Real-time Speech interaction



Our research



Work 1: HuatuoGPT

« 2023F2AM T ERELTEDEERERMEARR (CHING) kX EERIZRE, BIUSERMAXNABTIEEGPT, X2
BEAFEHERHEN DX ETRER,;

« 2023458 {3 % fiHuatuo-26M, IR KMIETTO)EEIEE

« 20225 R A, ERIEREEMITFERETR, HEGPTHEIE T ChatGPT 3.5;324 GitHub stars: 1k+

« 2023FE6H 1R, EEGPTHERIIT 2@ ZE AN : https://www.huatuogpt.cn/ 32455075 ARifE £

« 2023%F/\A A HMCMBEFIFMNEE, H+RFS 51N, hitps://cmedbenchmark.llmzoo.com/

« 2023FETHFLEINREARERNEEEMER”

« 202351 AMMIRARRIIGPT4, FEMN@EiT10 A G RATIFER ;

o 2023F1M1 AFRFFRIEEGPTIRE FHAIFSIZHFMCNSI B, FEERIFHE;

o 202452 R 17, %iEE MAApollofEXMedBenchER{F N RGPT-4RIFHILLER BE=LEk60Z A0

+ 202445 A 3 S EESRABIHuatuoGPT-vision : https://vision.huatuogpt.cn/

« 2024FENAH, ERER+ZRERFEEALEGPTIREDICHEL LETEG

[1] Hongbo Zhang, Junying Chen, Feng Jiang, Fei Yu, Zhihong Chen, Jianquan Li, Guiming Chen, Xiangbo Wu, Zhiyi Zhang, Qingying Xiao, Xiang Wan, Benyou Wang, Haizhou Li. HuatuoGPT, towards Taming Language
Model to Be a Doctor. https://arxiv.ora/abs/2305.15075. Findings of EMNLP 2023

[2] Junying Chen, Xidong Wang, Anningzhe Gao#, Feng Jiang, Shunian Chen, Hongbo Zhang, Dingjie Song, Wenya Xie, Chuyi Kong, Jianquan Li, Xiang Wan, Haizhou Li, Benyou Wang. Huatuogpt-ii, one-stage training
for medical adaption of lims. https://arxiv.org/abs/2311.09774. COLM 2024

[3] Xidong Wang, Guiming Hardy Chen, Dingjie Song, Zhiyi Zhang, Zhihong Chen, Qingying Xiao, Feng Jiang, Jianquan Li, Xiang Wan, Benyou Wang, Haizhou Li .CMB: A Comprehensive Medical Benchmark in Chinese.
NAACL 2024

[4] Xidong Wang, Nuo Chen, Junyin Chen, Yan Hu, Yidong Wang, Xiangbo Wu, Anningzhe Gao, Xiang Wan, Haizhou Li, Benyou Wang. Apollo: A Lightweight Multilingual Medical LLM towards Democratizing Medical Al to
6B People. https:/arxiv.ora/abs/2403.03640.

[5] Junying Chen, Ruyi Ouyang, Anningzhe Gao, Shunian Chen, Guiming Hardy Chen, Xidong Wang, Ruifei Zhang, Zhenyang Cai, Ke Ji, Guangjun Yu, Xiang Wan, Benyou Wang. HuatuoGPT-Vision, Towards Injecting
Medical Visual Knowledge into Multimodal LLMs at Scale. https://arxiv.ora/abs/2406.19280. submitted to NeurlPS 2024

[6] Wenya Xie, Qingying Xiao, Yu Zheng, Xidong Wang, Junying Chen, Ke Ji, Anningzhe Gao, Xiang Wan, Feng Jiang, Benyou Wang. LLMs for Doctors: Leveraging Medical LLMs to Assist Doctors, Not Replace Them.
https://arxiv.org/abs/2406.18034



https://www.huatuogpt.cn/
https://cmedbenchmark.llmzoo.com/
https://vision.huatuogpt.cn/
https://arxiv.org/abs/2305.15075
https://arxiv.org/abs/2311.09774
https://arxiv.org/abs/2403.03640
https://arxiv.org/abs/2406.19280
https://arxiv.org/abs/2406.18034

Best medical LLM in Nov. 2023

Pharmacist Licensure Examination (Pharmacy) Pharmacist Licensure Examination (TCM)
Model Optimal Matched Integrated Multiple | Total | Optimal Matched Integrated Multiple | Total | AVG
Choice Selection Analysis Choice | Score| Choice Selection Analysis Choice | Score
DISC-MedLLM 292 26.8 233 0.0 22,6 244 323 15.0 0.0 249 | 238
HuatuoGPT 25.6 25.5 233 26 234 241 26.8 31.6 7.5 249 | 242
ChatGLM2-6B 37.0 36.8 25.0 31.7 353 33.1 7.3 35.0 37.3 33.7 | 345
ChatGLM3-6B 39.5 39.1 10.5 0.2 34.6 31.8 38.2 25.0 20.0 329 | 338
Qwen-7B-chat 43.8 46.8 33.3 18.4 419 40.0 43.2 33.3 17.5 388 | 404
Qwen-14B-chat 56.2 58.6 41.7 21.1 52.7 513 51.0 27.5 41.7 479 | 503
Biachuan2-7B-Chat 51.2 50.9 30.0 26 4.6 48.1 46.0 35.0 > 421 | 434
Biachuan2-13B-Chat | 43.8 527 36.7 7.9 442 413 46.4 433 15.0 417 | 430
b —a 45.0 60.9 36.7 23.7 49.6 53.8 59.1 38.3 20.0 515 | 50.6
ChatGPT(API) 45.6 44.1 36.7 132 41.2 344 323 30.0 15.0 31.2 | 36.2
GPT-4(API) 65.1 59.6 46.7 15.8 57.3 40.6 427 33.3 175 38.8 | 48.1
HuatuoGPT-II(7B) 419 61.0 35.0 15.7 47.7 52.5 51.4 41.7 15.0 475 | 476
HuatuoGPT-II(13B) 47.5 64.1 45.0 23.7 529 48.8 61.8 45.0 17.5 51.6 | 523
HuatuoGPT-11(34B) 66.3 75.0 483 342 65.5 63.6 714 50.0 27.5 625 | 64.0

1A ARREN+ A 5 !

Hongbo Zhang, Junying Chen, Feng Jiang, Fei Yu, Zhihong Chen, Jianquan Li, Guiming Chen, Xiangbo Wu, Zhiyi Zhang, Qingying Xiao, Xiang Wan, Benyou Wang#, Haizhou Li.
HuatuoGPT, towards Taming Language Model to Be a Doctor. https://arxiv.org/abs/2305.15075

Junying Chen, Xidong Wang, Anningzhe Gao#, Feng Jiang, Shunian Chen, Hongbo Zhang, Dingjie Song, Wenya Xie, Chuyi Kong, Jianquan Li, Xiang Wan, Haizhou Li, Benyou
Wang#. Huatuogpt-ii, one-stage training for medical adaption of lims. https://arxiv.org/abs/2311.09774



https://arxiv.org/abs/2305.15075
https://arxiv.org/abs/2311.09774

Work 2:best Arabic LLM AceGPT

* Arabic LLMs
* AceGPT: value alignment for a new language (Arabic)
* AceGPT 1.5: vocabulary expansion

* AceGPT 2: native alignment

[1] Huang Huang, Fei Yu, Jianging Zhu, Xuening Sun, Hao Cheng, Dingjie Song, Zhihong Chen, Abdulmohsen Alharthi, Bang An, Ziche Liu, Zhiyi Zhang,
Junying Chen, Jianquan Li, Benyou Wang, Lian Zhang, Ruoyu Sun, Xiang Wan, Haizhou Li, Jinchao Xu. AceGPT, Localizing Large Language Models in
Arabic. NAACL 2024

[2] Jianqging Zhu, Huang Huang, Zhihang Lin, Juhao Liang, Zhengyang Tang, Khalid Almubarak, Mosen Alharthi, Bang An, Juncai He, Xiangbo Wu, Fei

Yu, Junying Chen, MA Zhuoheng, Yuhao Du, Yan Hu, He Zhang, Emad A. Alghamdi, Lian Zhang, Ruoyu Sun, Haizhou Li, Jinchao Xu, Benyou Wang. Second
Language (Arabic) Acquisition of LLMs via Progressive Vocabulary Expansion. Submitted to COLM 2024.

[3] Juhao Liang, Zhenyang Cai, Jianqging Zhu, Huang Huang, Kewei Zong, Bang An, Mosen Alharthi, Juncai He, Lian Zhang, Haizhou Li, Benyou

Wang, Jinchao Xu. Alignment at Pre-training! Towards Native Alignment for Arabic LLMs. Submitted to NeurlPS 2024
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Saudi-Chinese collaboration in artificial intelligence has stirred fears within the
Gulf kingdom’s premier academic institution that the ties could jeopardise the
university’s access to US-made chips needed to power the new technology.

Professor Jinchao Xu, an American-Chinese mathematician at Saudi Arabia’s
King Abdullah University of Science and Technology (Kaust), has launched
AceGPT, an Arabic-focused large language model, in collaboration with the
Chinese University of Hong Kong, Shenzhen (CUHK-SZ), and the Shenzhen
Research Institute of Big Data.



Work 3: Multi-modal LLMs

Dataset ALLaVA
Milebench
MotionLLM
MLLM-bench
Silkie

[1] Guiming Hardy Chen, Shunian Chen, Ruifei Zhang, Junying Chen, Xiangbo Wu, Zhiyi Zhang, Zhihong Chen, Jianquan Li, Xiang Wan, Benyou Wang. ALLaVA: Harnessing
GPT4V-synthesized Data for A Lite Vision-Language Model. https://arxiv.org/abs/2402.11684

[2] D Song, S Chen, GH Chen, F Yu, X Wan, B Wang. Milebench: Benchmarking mlims in long context, arXiv preprint arXiv:2404.18532

[3] Ling-Hao Chen, Shunlin Lu, Ailing Zeng, Hao Zhang, Benyou Wang, Ruimao Zhang, Lei Zhang. MotionLLM: Understanding Human Behaviors from Human Motions and Videos.
https://arxiv.org/abs/2405.20340

[4] Wentao Ge, Shunian Chen, Guiming Chen, Junying Chen, Zhihong Chen, Shuo Yan, Chenghao Zhu, Ziyue Lin, Wenya Xie, Xidong Wang, Anningzhe Gao, Zhiyi Zhang, Jianquan
Li, Xiang Wan, Benyou Wang. Mlim-bench, evaluating multi-modal lims using gpt-4v. https://arxiv.org/abs/2311.13951

[5] Lei Li, Zhihui Xie, Mukai Li, Shunian Chen, Peiyi Wang, Liang Chen, Yazheng Yang, Benyou Wang, Lingpeng Kong. Silkie: Preference distillation for large visual language models.
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Figure 9 | Cambrian-7M: A Large-Scale Curated Instruction Tuning Dataset for MLLM. Left: The inner
circle shows the original distribution of Cambrian-10M. The outer circle shows the curated Cambrian-7M.
Right: All the data sources in the Cambrian dataset as well as the ones filtered in data curation.
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