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Recap



Outline

1. Overview of Efficiency in LLMs
2. Efficiency before the LLM Era

○ Efficiency beyond Transformer (Quantization, Pruning, Knowledge distillation etc.) 
○ Efficiency within Transformer (Sparsity e.g., Mixture of Expert and efficiency in 

long context) 
○ Parameter-efficient finetuning (Lora, adapter, prompt, MOE) and modularization 

3. Efficiency after the LLM Era
a. Memory-efficient Training: ZeRO, LOMO, Distributed Training, Flash-Attention, 

Lora/QLORA, Language model Inference: Early existing and Speculative decoding 

4. Future direction



Efficiency beyond Transformer

Knowledge distillation
Learning smaller models from big ones

Pruning
Removing weight connections

Quantization
“Low resolution”

https://rasa.com/blog/compressing-bert-for-faster-prediction-2/



Efficiency within Transformer

● Sparsity (e.g., Mixture of Expert [1])

● Efficiency for Long Context 
○ Computing complexity of  is O(𝑁2𝐷), which is quadratic to the sequence 

length

William Fedus, Barret Zoph, Noam Shazeer. Switch Transformers: Scaling to Trillion Parameter Models with Simple and 
Efficient Sparsity. https://arxiv.org/pdf/2101.03961.pdf



LoRA for memory-efficiency

For a pre-trained weights W_0, we approx Delta(w) by 
B and A: 

During Training, we only compute gradient w.r.t. Delta(W)



Mid-review of Final Projects



Objective of this course

● Knowledge: a) Students will understand basic concepts and 
principles of LLM; b) Students could effectively use LLMs for daily 
study, work and research; and c) Students will know which tasks LLMs 
are suitable to solve and which are not.

● Skills: a) Students could train a toy LLM following a complete 
pipeline and b) Students could call ChatGPT API for daily usage in 
study, work and research.

● Valued/Attitude: a) Students will appreciate the importance of data; 
b) Students will tend to use data-driven paradigm to solve problems; 
and c) Students will be aware of the limitations and risks of using 
ChatGPT.



Today’s contents

● Philosophy of the final project
● Research in our team

○ Past: What we have done
○ Present and Future : What we are doing and will do

● More on LLM tendency 

● Insights from Assignments
● Possible topics for final projects
● Tips of report (paper) writing



Philosophy of the final project



Components and grading

❖ Assignments (40%)

➢ Assignment 1 (20%): Using API for testing prompt engineering

➢ Assignment 2 (20%): A toy LLM application

Both assignments need a report and code attachment if it has coding. See the relevant evalution criterion as 

the final project.

❖ Review of project proposal (15%)

We will have a review for project proposals, to assist students better prepare their final projects. A revision 

is welcome after taking our suggestions into consideration.

❖ Final project (40%)

You need to write a project report (max 6 pages) for the final project. You are also expected to make a 

project poster presentation. After the final project deadline, feel free to make your project open source; we 

appreciate if you acknowledge this course

❖ Participation (5%)



• Students complete a research project in teams of 1-3

• Draft proposal deadline: Nov. 5th 11:59pm (simply explain your idea in one page)

• Final proposal deadline: Nov. 28th  11:59pm (TAs will provide suggestions for the revision!)

• In-class presentation: Dec 15th 

• Final paper deadline: Dec 25th (final date)

Final project (Dates might be changed)

Nov. 28th Dec 15th Dec 25th Nov. 5th 

Better finish your project within 
this month

Busy 
weeks



• Typical projects (we will release a detailed list later):

• #1: Train or fine-tune a medium-sized language model (e.g., T5, Bloom, TinyLLaMA, Baichuan, 
LLaMA)  yourself for any problem of your interest. Check out HuggingFace’s model hub!

• #2: Evaluate one of the largest language models (e.g., ChatGPT/GPT4) and understand  their 
capabilities, limitations and risks.

• #3 A plugin that works with a existing popular LLM like ChatGPT and Phoenix

• #4 Release a new LLM (10B+) and have some impact

• #5 A application (We have an example application, search “神仙湖” in WeChat)
https://openai.com/api/  

https://opt.alpa.ai

Note: You might get computing resources to 
train 10B+ model if Tas like your proposal

Final project

https://huggingface.co/models

A direct objective is that your GitHub repository gets more than 100+ GitHub stars



Projects

● Training model
○ Select a task
○ Prepare the data
○ Train your LLMs
○ Evaluate it

● Use ChatGPT API
○ find a scenario
○ Use LLM API
○ Test (evaluate) it 

● Hybrid
○ …

You could find your own way to build LLMs or LLM applications.



Past research in our group



Category 

● Releasing large language models
● Dataset and benchmark
● Methods in LLMs 

● Insightful research (interesting but not useful)
● Application and demos (useful but engineering-oriented)



Past research in our group
(1) Releasing large language models



LLMs

● Phoenix
● HuatuoGPT -- the SOTA Chinese medical LLM
● AceGPT -- the SOTA Arabic LLM
● HuatuoGPT-II (it will be released this month)
● Phoenix-II (multimodal LLM)
● Phoenix Lite (best 1B model)
● AceGPT-II (10B)
● HuatuoGPT-III  (multilingual + multi-modal)



.
Zhihong Chen, Feng Jiang, Junying Chen, Tiannan Wang, Fei Yu, Guiming Chen, Hongbo Zhang, Juhao Liang, Chen Zhang, Zhiyi Zhang, Jianquan Li, Xiang Wan, Benyou Wang, 
Haizhou Li. Phoenix: Democratizing ChatGPT across Languages. https://arxiv.org/abs/2304.10453

• Phoenix ranked in 5th in SuperClue benchmark    https://www.superclueai.com/

• 落地到深圳市人才工作局，为海内外人才提供关于深圳的政策查询、政策速配、服务资讯等多种功能服务。见
http://123.57.133.182:51008/

• Deployed in the campus https://phoenix.cuhk.edu.cn

First try: phoenix

https://www.superclueai.com/
http://123.57.133.182:51008/
https://phoenix.cuhk.edu.cn/


Human evaluation for phoenix

百度文心一言Non-open-sourced

Human evaluation: best performance among open-sourced Chinese models



HuatuoGPT: Human & GPT-4 Evaluation



英国著名媒体金融时报（Financial Times, www.ft.com）通
过炒作地缘政治的方式报道了我们的最新阿拉伯语大模型
AceGPT。

AceGPT is currently the best open source Arabic large 
model, even surpassing ChatGPT in the Vicuna evaluation. It 
has completely completed the pre-training, fine-tuning and 
RLAIF pipeline, especially in terms of localization, with 
additional adaptations. Over 2K downloads on Huggingface
in two weeks

Huang Huang, Fei Yu, Jianqing Zhu, Xuening Sun, Hao Cheng, Dingjie Song, Zhihong Chen, Abdulmohsen Alharthi, Bang An, Ziche Liu, Zhiyi Zhang, Junying Chen, Jianquan Li, Benyou Wang, Lian 
Zhang, Ruoyu Sun, Xiang Wan, Haizhou Li, Jinchao Xu. AceGPT, Localizing Large Language Models in Arabic. https://arxiv.org/abs/2309.12053

https://www.ft.com/content/2a636cee-b0d2-45c2-a815-
11ca32371763



Huatuo-II



Past research in our group
(2) Dataset and benchmark

三军未到，粮草先行



Dataset and benchmark

● Huatuo-26M
● CMB
● Benchmarking information extraction
● Medical Flan
● Medical Pajama



Doctor evaluationGPT-4 evaluation Large-scaled benchmarking

w/ referencew/t reference

Evaluation



Huatuo-26M

● The largest medical QA dataset

Jianquan Li, Xidong Wang, Xiangbo Wu, Zhiyi Zhang, Xiaolong Xu, Jie Fu, Prayag Tiwari, Xiang Wan, Benyou Wang. 
Huatuo-26M, a Large-scale Chinese Medical QA Dataset. arXiv preprint arXiv:2305.01526

https://scholar.google.com/citations?view_op=view_citation&hl=en&user=Jk4vJU8AAAAJ&sortby=pubdate&citation_for_view=Jk4vJU8AAAAJ:l7t_Zn2s7bgC


Comprehensive Medical benchmark (CMB)

https://cmedbenchmark.llmzoo.com/static/leaderboard.html



Overview



Results

https://v2.huatuogpt.cn/

https://v2.huatuogpt.cn/


CMB online benchmark

https://cmedbenchmark.llmzoo.com/static/leaderboard.html



Doctor Assistant 

https://github.com/FreedomIntelligence/DotaGPT

• Patients have no discerning ability, so using it on them is risky and has many ethical issues.
• LLMs do not aim to replace doctors, but to be an assistant for doctors



Data collection



Past research in our group
(3) Methods in LLMs



Methods

● User simulator
● Vision-Language Pre-Training
● Knowledge injection
● Modulization
● Efficiency (NLPCC best paper)
● Quantum computing and LM
● Online learning
● Mathematical reasoning



Past research in our group
(4) Insightful research 



Insight papers

● Word embedding in text LM vs. vision LM
● Process vs. outcome supervision in mathematical reasoning
● Human evaluation vs. LLM evaluator



Past research in our group
(5) Application and demos 



Mini-program

Search “神仙湖” in WeChat mini-program



https://www.huatuogpt.cn/



https://v2.huatuogpt.cn/



https://phoenix.llmzoo.com/

Or visit https://phoenix.cuhk.edu.cn/





https://arabic.llmzoo.com/



Online learning

http://10.26.1.135:7865/



Online Learning of LLMs

Research Project
(HCI)



RichGPT: generate rich content with GPT

http://10.26.1.135:7866 



LLM Plugins 

http://10.26.1.135:7867 



Generating Picture Book

猴子偷桃的绘本

1. For given topic, generate scripts about the topic
2. Generate image prompt for each frame



Online Learning of LLMs
Research Project (HCI)

Data Augmentation: self-brainwashing



Ongoing research in our group



Best 1B LLM (Phoenix Lite)

● Make use of data
○ Multilingual pre-training
○ Predict the right word
○ Data mixture



Mutltimodal LLMs

● The simper the architecture is the better
● Learn from GPT-4V



LLM tendency



Borders between task disappear!

Text classification

Name entity 
recognition

Question 
answering

Machine translation summarization

Natural language 
generation

Text classification

Name entity 
recognition

Question 
answering

Machine translation summarization

Natural language 
generation

Large language models!



Benchmark is broken

There are 17 models that performs better than GPT-4, https://cevalbenchmark.com/static/leaderboard.html



Hack on the benchmark

Cheating on some specific dataset



Task/Method-driven -> goal-driven

● Without financial returning, it could not be sustainable

Research burns money！



Before ChatGPT/GPT4

research
engineering

product



After ChatGPT/GPT4

research

engineering

products

research
engineering

product



After ChatGPT/GPT4

Win-win Business model collaborated with some companies
- More training data
- More user information need
- More expert feedback

research
engineering

product

research

engineering

products



Future

● AI agents (planning)
○ LLMs use tools and improve themselves

● Multimodal LLMs (SpokenGPT and Vision LLM)
○ Let LLMs see, listen, draw and speak

● LLM Efficiency
○ ML and System

● AI for non-AI
○ AI for Science, protein, DNA and  RNA
○ AI for social Science
○ AI for social goods: finance and law

● Human-machine Interaction (HCI)



New conference

https://colmweb.org/cfp.html

NLP is totally different to the past



Insights from Assignment 1



Assignments 1: ChatGPT API Call

❖ How to get the key

❖ The simplest way is to use https://eylink.cn/

https://eylink.cn/


Insights from Assignment 2



Assignments 2: training a Language model

https://github.com/FreedomIntelligence/LLMFactory



How to make the final project



1. Domain language model in a specific language

● Language: English or Chinese
● Domain

○ Medicine
○ Law
○ Finance
○ Software engineering
○ Science
○ Human-computer Interface, etc.

● support modulization?

Follow a complete pipeline to train LLMs



2 SpokenGPT

● ChatGPT output too long responses
● In a spoken scenario, we prefer shorter responses
● How to support long context?





3. Evaluation of LLMs 

● Testing ChatGPT for some testing/examinations
in your field.

The best-performing GPT-4 prompt passed in 41% of games, 
outperforming baselines set by ELIZA (27%) and GPT-3.5 (14%), but 
falling short of chance and the baseline set by human participants (63%)

● Testing for vision language models (GPT-4 Vision)
● Testing for speech language models 
● Long –context evaluation
● Many-turn conversation

Cameron Jones, Benjamin Bergen. Does GPT-4 Pass the Turing Test?. https://arxiv.org/abs/2310.20216

https://arxiv.org/search/cs?searchtype=author&query=Jones,+C
https://arxiv.org/search/cs?searchtype=author&query=Bergen,+B


Other evaluations

● Chinese culture
● Region stereotype
● Sense making
● Formal logics





4 medical applications

● LLM for triage (医院预分诊) 
○ Prepare a Dataset
○ Training its training split using LLMs
○ Test in the test split

● Medical FLAN
○ Large-scale instruction data

● Medical Pajama
○ Large-scale training data

● Chaim of diagnosis
○ COT in medical domain

● X-ray report generation



5 .Adapt LLM to a new language

● Efficiently adapt LLaMa2/Mistral to a new language
○ Like in Chinese or Arabic



6. AI campus equipped with LLMs

https://www.bilibili.com/video/BV1gD4y1q7Zy?t=6.8
Haihan Duan, Jiaye Li, Sizheng Fan, Zhonghao Lin, Xiao Wu, and Wei Cai,”Metaverse for Social Good: A University Campus Prototype“, In 29th ACM International Conference 
on Multimedia (ACM MM 2021), Chengdu, China, October 20-24, 2021.

https://mypage.cuhk.edu.cn/academics/caiwei/paper/papers/metaverse.pdf


7. AI  town to AI hospital

https://github.com/joonspk-research/generative_agents

Joon Sung Park, Joseph C. O'Brien, Carrie J. Cai, Meredith Ringel Morris, Percy Liang, Michael S. Bernstein. Generative Agents: Interactive Simulacra of Human Behavior. 
https://arxiv.org/abs/2304.03442

https://arxiv.org/search/cs?searchtype=author&query=Park,+J+S
https://arxiv.org/search/cs?searchtype=author&query=O%27Brien,+J+C
https://arxiv.org/search/cs?searchtype=author&query=Cai,+C+J
https://arxiv.org/search/cs?searchtype=author&query=Morris,+M+R
https://arxiv.org/search/cs?searchtype=author&query=Liang,+P
https://arxiv.org/search/cs?searchtype=author&query=Bernstein,+M+S
https://arxiv.org/abs/2304.03442


8. Plugins in Phoenix

● Can make it work for
○ food order
○ booking meeting rooms
○ and many other in campus applications



Tips of NLP report writing

一篇好的论文读起来，应该是像看一个流畅的电影, 没有尿点



From abstract to concrete

● First give an general view and then detail it
● Do not first list all details

It is not happy for a reader to read mixed details without a general picture



Example 

The architecture of our method is shown in Figure 1. We use the same 
clustering method as in Cattan et al. (2021a) but revise the pairwise 
scorer. Our goal is to improve the model’s ability to resolve 
coreferences between mention pairs that are not lexically or contextually 
similar, but where one mention could be inferred from the other using 
commonsense knowledge and reasoning. Thus, we develop a 
commonsense inference engine (Sec 3.1) and use it to enhance the 
pairwise scorer (Sec 3.2). Ravi et al (2023)

A standard way to achieve this is to have a paragraph at the top of a technical section describing the 
subcomponents at a high level while referencing the specific subsection describing each in detail.

https://medium.com/@vered1986/tips-for-writing-nlp-papers-9c729a2f9e1f

https://aclanthology.org/2023.eacl-main.125/


Less is more

What you tried (succeed or failed) does no matter
Just find a straightforward way to direct tell your main findings (instead of all important or unimportant findings)



Motivation for the whole paper

Sometimes I ask my students to write an independent section called motivation



Motivation for almost most components

Why don’t we use some simpler 
structure. Why DAG is necessary?



Don’t try to sound smart

utilize useor ?

This is ok!



Be concise

we evaluated our method on 5 distinct datasets

we’re proposing a novel method

1. Of course, you’re not proposing an existing method
2. It is the reviewer’s duty to judge whether it is novel

5 datasets should be distinct in nature



Do not use a new term that was not explained

A bad example from one my phd:

Complementing our primary findings, we also delve into 
comprehensive ablation studies, uncovering several non-
obvious insights pertinent to GPT-Instruct frameworks.

I never see this term before, so please 
define it and explain it. Otherwise just
use the commonly-used terms, use new 
term when it is necessary. 



Be clear and specific

While these methodologies have proven effective, the 
exploration space is inherently confined to manually 
designed operations, which may impede the generalization 
capabilities of LLMs to unfamiliar data or domains.

Exploration space for what? Readers do 
not know what it refers to. Just ground 
every terms to a concreate objects. 

留白 leaves some space for imagination, but not for scientific writing in general. 



Use fluent logics

While these methodologies have proven effective, the 
exploration space is inherently confined to manually 
designed operations, which may impede the generalization 
capabilities of LLMs to unfamiliar data or domains.

The logic why manually designed operations leads to generalization issue is missing
manual design is too labor expensive to have a large questions coverage.
A unsatisfied questions coverage impedes the generalization capabilities



Consistent style

Three-line tables look better



Other tips

● The paper needs to be self-contained
● Don’t repeat your point within the same section
● Don’t write overly long sentences
● Don’t oversell (be honest to the limitation)
● The related work section is not a shopping list (Don’t just list papers 

that are related to yours. Try to group them according to their 
themes, draw conclusions, and use them to emphasize the gap in 
the literature that your work aims to address. )



Reference 

Vered Shwartz. Tips for Writing NLP Papers 
https://medium.com/@vered1986/tips-for-writing-nlp-papers-
9c729a2f9e1f

https://medium.com/@vered1986/tips-for-writing-nlp-papers-9c729a2f9e1f

